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ABSTRACT OF THE DISSERTATION

Communications on VLSI

by

Frank Andre Schaffa
Doctor of Philosophy in Computer Science
University of California, Los Angeles, 1989
Professor Mario Gerla, Chair

As technology continues to evolve, we have reached a point where the internal interconnection in VLSI requires a more careful analysis due to the increasing delay of the interconnection in relation to gate delays. In the foreseeable future, the impact of cross chip communication will become increasingly more critical on the performance of integrated systems and the way they are designed.

In this work we propose an approach called RingNet, which is based on strategies that minimize the interconnection delay and at the same time increase the total throughput. RingNet is specifically tailored to the given design constraints, which are quite different from conventional network constraints. Various versions of the RingNet protocols are discussed in terms of different characteristics such as liveness, flow control, fairness, and buffer requirements. Results based on simulation are presented. These protocols have no central control, e.g., the access mechanism is distributed with inherent flow control.

An important issue in the performance of a network is how information is routed from source to destination. We develop a heuristic algorithm which achieves good results when compared with optimal mathematical programming solutions. We also developed approximate analytic solutions which we compare with simulation results.
The results obtained in this work can be extended to high speed packet switching networks, that integrate voice, video and data communication. The thrust is the use of streamlined protocols with low overhead to achieve low packets delay and overall high throughput.
Chapter 1

Introduction

1.1 Motivation

In the foreseeable future, because of the advances of technology and the continuous evolvement of VLSI, we will be confronted by a new design paradigm as the performance bottleneck continues to shift from gate delay to interconnection delay. Therefore, we are reaching a point where the internal interconnection requires a more careful analysis and new directions for its design have to be sought.

The basic function of interconnection is to carry information between the processing elements of a system. Interconnection can be observed from the lowest level where it is just a piece of conducting material to a higher level where it encompasses a whole complex system. At the lowest level, wires connect gates, which are the lowest "processing" elements. The higher level, on chip, deals with the interconnection of modules and keeps evolving with the developing technology. The major impact of this new design paradigm will be reflected on the higher levels of the interconnection hierarchy.

Two major issues concerning interconnection in VLSI are 1) the cost in area [Sei84] and 2) the cost of propagation delay [YT84]. Interconnection is known to employ a great deal of area, which is a major resource. Interconnection competes with how much functionality can be integrated. The other issue, dealing with propagation delay of signals in the interconnection on chip is mainly caused by stray capacitance and resistance.

We will show that we can achieve some definite benefits in terms of interconnection sharing. Sharing can save area; however, this is only achieved by implementing some higher level of functionality, for instance, routing and destination checking. This is accomplished by additional logic that also takes area and power. There-
Therefore, for a given communication scheme (protocol, routing, node interconnection) area can be saved if compared with a point to point non-shared interconnection. As a result, this “saved area” can be used for increased integration of functions or for redundancy, which may increase reliability. Moreover, regarding reliability, the existence of a network makes it easier to functionally replace a non-working module.

1.2 Related Works

Another motivation for this work is the difficulty of implementing large clocked systems [FK85]. The reason is the inevitable problem of clock skews and delays, which can be especially acute in VLSI systems as they become larger and denser. The paper [FK85] shows that on two-dimension arrays, which is the case for VLSI, it is impossible to run a clock such that the maximum clock skew between two communicating modules will be bounded by a constant as the system grows, and therefore an asynchronous scheme is proposed. They also made some experimental trials from which they concluded that an equipotential clock distribution was many times slower than a pipelined one.

Anceau [Anc82] presents a synchronous solution based on a distributed system organization, where each module has its own fast clock (each module is within a small isochronic region). It communicates with the other modules also synchronously via a bus, however at a slow clock speed. Metastability problems are avoided by preserving the clocks in phase. The obvious drawback of this approach is the slow communication capability because of the speed of the bus and the contention for this single slow broadcast bus. This result reinforces our proposed system framework of independent modules that are interconnected to others via a network with the objective of optimizing throughput and minimizing delay. The network operates independently of the modules. This distinct functionality assists the hierarchical design approach, which is specially desirable in VLSI.

Mazumder in [Maz87] presents an interesting evaluation of three types of static interconnection for VLSI with the criteria of three orthogonal aspects: physical (chip area and dissipation), computational speed (message delay and message density), and cost (chip yield, operational reliability, and layout cost). The three topologies considered were: binary tree, cube connected cycles and two dimension meshes. The choice of these topologies was motivated by their wide interest in the literature, for their optimal VLSI layout in terms of the \( AT^2 \) metric [Tho80], and because they belong to different classes.

The results are based on \( O(N) \), where \( N \) is the number of “processors”. The problem with this approach is that \( N \) for a VLSI chip is rather small, between 16
and 64 and therefore $O(N)$ results can be misleading, because constant and other factors are not taken into account. In reference to the computational aspects, the average message delay is based on the average message path length. The problem is that this in only true if there is no contention for the links, hence this is an optimistic lower bound for the delay. The average message density [Maz87], define as $\frac{N \cdot D}{L}$ (where $N$ is the number of processors, $D$ is the average path length, and $L$ is the total number links), can provide some guidance in terms of bottlenecks, however it is important to keep in mind that this is very dependent on the traffic pattern, which is not considered there.

Seitz [Sei84] discusses the topologies for concurrent VLSI architecture in very general terms based mostly on the algorithm communication requirements without going into the merits of VLSI constraints.

Tewksbury [TH88] describes a sparsely connected mesh network for a large number of cells (modules) ($N > 400$) for a massive parallel multicomputer. However, while this approach might be interesting for WSI and wafer to wafer systems, we believe it is not practical for VLSI due to the large amount of resources needed just for the interconnection.

1.3 Contributions and Organization of this Dissertation

In Chapter 2, we start by analyzing a simplified model which describes the behavior of signals transmitted on long distance wires. This model is based on results taken from the existing literature and provides us with a better understanding of the delay performance due to stray capacitances and resistances. It also gives us the opportunity to observe how future technology, and its scaling down of component sizes, will affect the interconnection. Based on this model, different driving schemes for long distance interconnection are evaluated. The scheme that provides the best results is based on providing enough current to charge/discharge the stray capacitance, and segmenting the wire with buffers, so that the wire resistance does not limit the charging/discharging current. An interesting property results from the segmentation, namely, the “pipelining” effect that occurs since buffers isolate one segment from the other. Hence, different information may reside in the line as it is being piped through, effectively increasing the throughput. These two factors, lower delay and the pipelining effect, motivate us to search for a networking solution for the long distance communication problem on chip.

Our objective in Chapter 3 is to place the VLSI interconnection network in the general framework of interconnection networks. We start by presenting a taxon-
onomy, followed by performance criteria for VLSI. We also discuss other important
design criteria related to the VLSI arena, for instance, layout restrictions and num-
ber of ports per node. Common topologies are analyzed and appropriate design
decisions are discussed based on the taxonomy.

In Chapter 4, based on the list of candidates and the design criteria presented
in the previous chapter, we look further into the specific requirements and char-
acteristics of an on-chip network that is appropriate for the general VLSI design
framework. We find that the most cost effective approach is a hierarchical design
approach. The most significant advantage of this approach is the separation of the
communication "details" from the modules, namely, computation, which may fa-
cilitate resource sharing, logical reconfiguration, reduce the pin count, and others.
Considerations on the implementation lead us to assume a network characterized
by a small number of switches, streamlined protocols, and small packet size (word
wide, bit long). We also discuss the advantage of using unidirectional links.

Our major contribution is detailed in Chapter 5 where we present different
topologies and protocols to implement the network on chip. We discuss mesh
topologies (Gridnet) and ring topologies (RingNet). A variety of protocols suitable
for these topologies are described and analyzed in terms of different characteris-
tics such as liveness, flow control, fairness, and buffer needs. Results based on
simulation are presented.

Another important issue which impacts network performance, is the routing
of information from source to destination. In Chapter 6, we present different
routing schemes: adaptive (based on deflection) and; static (source routing as
well as destination routing). We also develop an algorithm based on heuristics
to find static routing tables for a given traffic pattern. The algorithm achieved
good results when compared with optimal solutions. The latter were obtained by
routing assignment employing the flow deviation method. A side benefit of the
optimal routing model is to provide throughput and delay estimates which can be
compared with simulation results.

In chapter 7 we summarize our research accomplishments and point to different
directions in which this work may be extended.
Chapter 2

Interconnection and Delay

2.1 Introduction

In this chapter, we will discuss one important problem that afflicts interconnections in VLSI design and is becoming more prevalent as technology advances: the time delay of signals transmitted over the interconnection. The “real estate” area required by the interconnection is also important and will be briefly discussed.

The technological advancements in integrated circuit design has scaled down the minimum feature size, thus increasing the number of devices that can be integrated in a given area. At the same time, it has scaled up the size of the chip that can be produced with reasonable yields. The main benefit is that more functionality can be integrated; however, this does not happen without some cost, as we shall see.

The ultimate number of devices that can be integrated in a chip is limited not only by feature size, but also by the area taken up by interconnection. Studies in the published literature [Sci84, MRRS84, Gam81, HMD78] show that as more functionality is integrated, the greater is the area devoted to the interconnection of functional modules.

In terms of time behavior, the scaling down of the feature size will shift the dominant contribution of delay from the device itself to the long distance interconnections (across the chip) [GMS87, BM85, SM82].

We first present the fundamental components of VLSI that are related to performance. Following, we discuss the scaling effects on components, on interconnection, and on the area for interconnection. Next, we study the time behavior of signals over metal wires and signal driving schemes for long wires. Finally, we discuss some tradeoffs between delay and throughput.
This will serve as the basis for our networking proposal. The study presented here will be the underlying work from which we will develop the framework that will motivate the integration of a network on chip.

2.2 Components

Integrated circuits (MOS technology) are created by the superposition of different layers of conducting and insulating materials on top of a substrate. The proper placement of these layers will create the transistors (the active elements) and their interconnection. Each layer has resistance and capacitance; inductance will be assumed negligible. The characteristics of these elements determine the performance of the system.

The interconnection is also built as a conducting layer separated by insulation. Hence, interconnection lines have resistance as well as capacitance. Above certain dimensions, the interconnection may have a great impact in performance, since the current driving capacity of the active devices is quite limited (because of size). The electric current determines how fast the total capacitance is charged and/or discharged for a change in the signal applied to the lines.

![Diagram of Interconnection](image)

Figure 2.1: Geometry of Interconnection

We present now the electrical characteristics of the basic components:

- (a) wires - The geometry of an interconnection wire can be seen in Figure 2.1. The resistance of an interconnection (by unit length) can be expressed as:

\[
R_l = \rho \frac{1}{wt}
\]  

(2.1)

where \( \rho \) is the resistivity of the conductor (\( \rho = 2.7 \mu \Omega \cdot cm \cdot Al \)), \( w \) \( t \) are respectively the width and the thickness of the interconnection.

The accurate evaluation of capacitance of the interconnection requires very time consuming calculations. Sakurai [Sak83] developed some simple formulas for wiring capacitance whose accuracy is within a few percent of more complex models. These results have been confirmed by [NDN87].
For our use, these approximations are quite acceptable. These results have also been used in other papers, for instance [BM84]. The capacitance per unit length includes the plate capacitance, the coupling capacitance between adjacent lines, and also the fringe capacitance. The expression for $C_t$ per unit length is:

$$\frac{C_t}{E_{ox}} = 1.15\left(\frac{w}{h}\right) + 2.80\left(\frac{t}{h}\right)^{0.222} + 2[0.003\left(\frac{w}{h}\right) + 0.83\left(\frac{t}{h}\right) - 0.07\left(\frac{t}{h}\right)^{0.222}\left(\frac{s}{h}\right)^{-1.34}$$  \hspace{1cm} (2.2)

where $E_{ox}$ is the dielectric constant for silicon oxide $(3.9 \cdot 8.85 \cdot 10^{-14} \text{F/m})$, $h$ is the thickness of the oxide under the metal plate, $s$ is the distance between adjacent metal lines, $t$ and $w$ are the thickness and the width respectively of the metal line. (Refer to Figure 2.1).

The first two terms in the expression are the dominant factors reflecting "area" and "fringe" capacitance. The other terms account for neighboring lines effect. Smith [SPP87] shows that the influence of added neighboring lines, for number of pairs $\geq 2$ is rather small, and that the difference between one pair to two pairs is also quite small. This makes the 3 lines on ground plane model by Sakuray even more attractive.

- (b) **transistors** - Although transistors are non linear devices, we will apply a simple model that is used throughout the literature. [WE85, Muk85]

![Figure 2.2: Geometry of a MOS Transistor](image)

For capacitance,

$$C_{tr} = \frac{E_{ox}}{t_{ox}} \cdot A_{gate}$$

where $E_{ox}$ is the permittivity of silicon oxide, $t_{ox}$ is the oxide thickness, and $A_{gate}$ is the area of the gate.

For resistance,

$$R_{tr} = R_\Box \cdot \frac{L}{W}, \quad R_\Box = [\mu \frac{E_{ox}}{t_{ox}} (V_{gs} - V_{th})]^{-1},$$
where $\mu$ is the mobility of electrons in the channel ($m^2/V \cdot s$), $V_{gs}$ is the gate source voltage, $V_{th}$ is the threshold voltage, and $LW$ are related to the dimensions of the gate, length and width respectively. The equation models the resistance on the linear region. In the light of this analysis, this is conservative, since $R_{on}$ in saturation is lower than in the linear region and transistors operate in both regions, hence, the effective resistance becomes lower. This implies that the resistance of a long interconnecting wire becomes even more relevant, as will see in the delay section.

2.2.1 Scaling

The advances in the VLSI process technology have led to smaller dimension devices and at the same time, to larger available area for circuit integration. In order to understand how these advances will impact circuit design, a scaling theory was developed. A first-order MOS scaling model was introduced by Dennard et al. [DGY+74] and it is used throughout the literature [MC80] [WE85]. Basically it applies a dimensionless factor $\alpha$ ($\alpha > 1$) to all dimensions, voltages, and concentration densities. Table 2.1 presents the scaling effects. This particular table is from [WE85].

<table>
<thead>
<tr>
<th>Device</th>
<th>Parameter</th>
<th>Scaling Factor ($\alpha$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Length $L_c$</td>
<td>$1/\alpha$</td>
</tr>
<tr>
<td></td>
<td>Width $W_c$</td>
<td>$1/\alpha$</td>
</tr>
<tr>
<td></td>
<td>Gate oxide thickness $t_{ox}$</td>
<td>$1/\alpha$</td>
</tr>
<tr>
<td></td>
<td>Supply voltage $V_{dd}$</td>
<td>$1/\alpha$</td>
</tr>
<tr>
<td>Result</td>
<td>Gate delay</td>
<td>$1/\alpha$</td>
</tr>
<tr>
<td></td>
<td>Power dissipation</td>
<td>$1/\alpha^2$</td>
</tr>
</tbody>
</table>

Table 2.1: MOS Device Scaling

Based on this first-order scaling theory for MOS technology, smaller dimensions imply faster transistors, i.e., switching delay scales down by $\alpha$, and the number of transistors on a same chip size scales up by $\alpha^2$. However, this only holds for small circuits. Performance of larger circuits is affected negatively by two factors: increased interconnection delay and increased interconnection area, the former using up area that could be used for logic.

Saraswat et al. [SM82] developed the MOS Scaling theory further to incorporate the effect of scaling on interconnection, classifying it in local interconnection and long distance interconnection. They take into consideration the scaling up of the usable chip area by a factor $\gamma$ ($\gamma > 1$).
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Local Interconnection scale factor $\alpha$</th>
<th>Long Distance Interconnection scale factor $\gamma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interconnection distance</td>
<td>$1/\alpha$</td>
<td>$\gamma$</td>
</tr>
<tr>
<td>Line resistance</td>
<td>$\alpha$</td>
<td>$\alpha^2 \gamma$</td>
</tr>
<tr>
<td>Line capacitance</td>
<td>$1/\alpha$</td>
<td>$\gamma$</td>
</tr>
<tr>
<td>Line response</td>
<td>1</td>
<td>$\alpha^2 \gamma^2$</td>
</tr>
</tbody>
</table>

Table 2.2: Interconnection Scaling

The local interconnection scales down with $\alpha$, though its $RC$ product remains constant, meaning that the time delay does not scale down. The time delay problem is even more critical regarding long distance interconnection: signals have to travel longer distances because of the scaling down of the devices and also because of the scaling up of the chip size. Furthermore, the smaller devices handle less power, which limits their current driving capability. Hence charging/discharging the interconnection takes longer. These two scaling effects can be seen in Table 2.2. Figure 2.3 illustrates the interconnection scaling.

For instance, line resistance for local interconnection is $R = \frac{1}{w \cdot t}$ which implies in $R_\alpha = \frac{1/\alpha}{w/\alpha \cdot t/\alpha} = R \cdot \alpha$. For long distance, $R = \frac{1}{w \cdot t}$ which implies in $R_{\alpha \gamma} = \frac{1/\alpha}{w/\alpha \cdot t/\alpha} = R \cdot \gamma \alpha^2$. A similar development applies for line capacitance. Line response becomes the $RC$ product.

![Figure 2.3: Interconnection Scaling](image)

The first order scaling is a simplified model of the advances of the technology. It is reasonably accurate and quite useful to provide insights into issues that arise with the changes in technology. The physical limit for the MOS technology is around minimum feature size of 0.1 $\mu m$. Table 2.3 [Spe88] shows the advances regarding feature size and area. The results were obtained by simulation and
extrapolation of the limiting factors in the manufacturing process.

<table>
<thead>
<tr>
<th>Year</th>
<th>Minimum Feature Size $\mu m$</th>
<th>Area $mm^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1972</td>
<td>6</td>
<td>10</td>
</tr>
<tr>
<td>1975</td>
<td>4</td>
<td>15</td>
</tr>
<tr>
<td>1978</td>
<td>2.5</td>
<td>24</td>
</tr>
<tr>
<td>1981</td>
<td>1.5</td>
<td>40</td>
</tr>
<tr>
<td>1984</td>
<td>1</td>
<td>60</td>
</tr>
<tr>
<td>1987</td>
<td>0.6</td>
<td>100</td>
</tr>
<tr>
<td>1990</td>
<td>0.4</td>
<td>150</td>
</tr>
<tr>
<td>1993</td>
<td>0.25</td>
<td>240</td>
</tr>
<tr>
<td>1996</td>
<td>0.15</td>
<td>400</td>
</tr>
<tr>
<td>1999</td>
<td>0.1</td>
<td>600</td>
</tr>
</tbody>
</table>

Table 2.3: State of the Art Technology Evolution

2.3 Area and Interconnection

In VLSI, interconnection is known to be area intensive. Usually it takes up more than 50 percent of the total area. In [MRRS84] it is claimed that 60 to 80 percent of the chip area is taken for interconnection. Seitz in [Sei84] goes as far as claiming that interconnection takes usually 95 percent if taken at the transistor level, with 5 percent left to implement the transistors that effectively perform the computation. It is important to take this fact into account because it affects chip gate density and has two major consequences: less gates per chip because interconnection can be considered as an overhead in terms of area, and at the same time, larger distances between modules (functional blocks), affecting therefore, the performance since the increased distance implies increased delay.

Of course, interconnection cannot be avoided, since at the end it is what provides the communication internally and externally for the logic modules, which are the ones implementing the algorithms. This reinforces the notion that interconnection has to be designed carefully. The care is even more important for the upcoming technologies where interconnection will have a major impact on performance not only in area but also in time.
2.4 Delay

The effect of scaling in interconnection has been in focus in the literature over the past years. One of the most important results has been to show that interconnection delays will be of a major concern in the submicron technology arena [GMS87, NDN87, SPP87, BM85, SM82, MC80]. Scaling of interconnection per se was discussed in a previous section.

For the delay expression, we will use an approximate result by Sakurai [ST83]. This result is based on an exponential approximation. For the range of parameters we will be using, the relative error is claimed to be in the order of 1 percent.

Sakurai's result:

$$t = 1.02C_i \cdot R_i + 2.21(C_{tr} \cdot R_{tr} + C_{tr} \cdot R_i + R_{tr} \cdot C_i)$$  \hspace{1cm} (2.3)

where $C_i$ and $R_i$ are the total capacitance and resistance of the interconnection, and $C_{tr}$ and $R_{tr}$ characterize the transistor. Figure 2.4 illustrate this.

![RC Model](Figure 2.4: RC Model)

2.4.1 Driving Schemes

By looking closer at equation 2.3 we may ascertain how delay behaves in terms of the interconnection length $l$.

$$t(l) \sim C_i R_i l^2 + R_{tr} C_{tr} + (R_i C_{tr} + R_{tr} C_i) l$$

We note that the delay can vary from a constant ($O(k)$), to linear ($O(l)$),
to quadratic \(O(l^2)\) behavior. We are considering metal interconnection where \(R_{tr} >> R_I\).

- \(O(k)\): when \(R_{tr}C_{tr}\) is the dominant factor. This is true for small \(l\) and for previous technologies where the interconnection did not play a significant role in delay (refer to Table 2.2).

- \(O(l)\): for certain ranges of \(l\) and technologies when the dominant factor is \(R_{tr}C_{tr}l\)

- \(O(l^2)\): at submicron technologies, the dominant factor becomes \(C_{tr}R_IIl^2\) as \(R_{tr} \leq R_I l\).

Based on this, it was found that the delay could be kept at \(O(l)\) by breaking the line and buffering the signal (with so called repeaters) from space to space [GD85, WE85, Muk85, BM85]. By a similar reasoning in order to drive a high capacitance load, it should be driven by a series of drivers of incrementally larger size [HJ87, CPM86, GD85, BM85, Ram82, MR82].

With this in mind, we present and compare some different schemes for driving signals. We are only considering aluminum lines (metal wires) since we are interested in the lowest delay possible for long distance on chip. Other materials that are also used in interconnection like polysilicon and metal silicides have a considerably worse performance [SM82, Rei83] due to the high \(RC\) constant and are therefore used for very local interconnection. Similar study was done by Bakoglu [BM85].

The delay expressions for the driving schemes are based on expression 2.3 for each of the segments. We assume that the load on this network is equivalent to the gate of a minimum size transistor.

The driving schemes are (see Figure 2.5):

**minimum size**: A minimum size transistor driving the signal line.

\[
t_{\text{min}} = R_iC_i + 2(R_{tr}C_{tr} + R_iC_{tr} + R_{tr}C_i)
\]

**segmented**: In this case the line is segmented in equal size segments and each of them is driven by a minimum size transistor. These driver-segments are connected in series. The number of segments is such that it leads to a minimum delay regarding this scheme.

\[
t_{\text{seg}} = \frac{R_iC_i}{k_s} + 2k_s(R_{tr}C_{tr} + \frac{R_iC_{tr}}{k_s} + \frac{R_{tr}C_i}{k_s}).
\]
which is minimized by solving $\frac{dt_{cap}}{dk_s} = 0$

hence, $k_s = \sqrt{\frac{R_sC_s}{2R_{tr}C_{tr}}}$

**capacitance driver:** Since one of the major causes of the delay is the high capacitance of the lines, a scheme described in [MC80] is used. A series of drivers are cascaded in such a way that the next one is larger by a factor $f$, $f > 1$, therefore, more capable of driving current to charge/discharge capacitances. The number of drivers is optimal for the capacitance on the line. For ideal conditions, $f = e$ [MC80]. When intrinsic delays are taken into account, $3 < f < 5$ [HJ87].

$$t_{cap} = k_dR_{tr}C_{tr} + R_tC_t + 2\left(\frac{R_{tr}C_{tr}}{k_d} + R_tC_t + \frac{R_{tr}C_t}{k_d}\right)$$

with $k_d = \ln\left(\frac{C_tC_{tr}}{C_{tr}}\right)/\ln(f)$

**SC driver:** (segmented capacitance driver) A combination of the segmented and the capacitive driver to achieve the minimum delay.

$$t_{SC} = k_sk_dR_{tr}C_{tr} + \frac{R_tC_t}{k_s} + 2k_s\left(\frac{R_{tr}C_{tr}}{k_d} + \frac{R_tC_t}{k_s} + \frac{R_{tr}C_t}{k_dk_s}\right)$$

### 2.4.2 Results

The results can be seen in Figure 2.6. The minimum size driver has the worst performance as expected. However, it is the one that consumes the least power and area.

The segment driver has a quasi-linear behavior: segments are added as distance grows when the delay of the line segment is comparable to the delay of the buffer. Otherwise, the delay would increase as the square of the line length because both, the resistance and the capacitance of the interconnection, increase linearly with the length, as it is the case with the min driver.

The capacitance driver has a significant improvement in the performance while the resistance of the interconnection is less than the driver resistance. From that point on, the $RC$ of the line becomes the predominant factor and asymptotically this driver performs as the min driver.

The SC driver compensates for both, the capacitance and the resistance of the line. Segments are added as the resistance of the interconnection grows, and at
the same time, larger drivers are placed to adjust to the line capacitance. The values for $k_d$ and $k_s$ were found by numerical optimization. The split seen in the graph when compared to the capacitance driver occurs when the line starts to be segmented.

In Figure 2.6 we can observe an interesting fact regarding the relationship between the driving schemes and the technology stage: since for the current technology the split between $t_{SC}$ and $t_{cap}$ occurs beyond the diameter of the chip it means that the “bus solution” (so common in current designs) is a viable solution in terms of delay performance. However, for future technologies the results for low delay strongly suggest the use of segmentation, which is unidirectional by its nature, requiring a different approach to the chip communication problem. We also show in the figure, the accepted region for VLSI and WSI.

Furthermore, design decisions cannot only rest on these delay figures. In VLSI, equally important are the area and power needed for those different schemes when design decisions are being made.

An important point that hasn’t been considered so far is the shape of the signal. After the signal passes through a long capacitive line, the transition from one voltage correspondent to a logical level to the other becomes slow due to
low pass filtering characteristic of the line. These slow transitions increase the uncertainty of the logic level and more time is needed for the circuitry to decide, thus imposing more delay and possibly a metastable condition [MC80, GD85]. In this condition the level of the signal is such that it cannot reliably be interpreted as either high or low and, theoretically, it may remain in this state indefinitely. The regeneration of the signal helps to overcome this additional delay, as it is the case on the segmented lines where drivers are strategically placed. A piecewise analysis method which can be used to predict the logic propagation delays taking into account the finite slope of the input was developed by Bayruns [BJJF84].

2.4.3 Delay and Throughput

In previous works, the emphasis has been on the time delay that signals incur as they travel long distances in the chip [BM85, BM84, SM82, MR82, Ram82]. However, as important as it is to lower the delay, it is to increase the throughput, since both factors affect the transfer of information.

Therefore, it is not just a matter of how long it takes to send information from one point to another, but how much information can be sent at a given time.

One of our conclusions in the last section was that dividing up the long distance
interconnection wire and buffering the signal at those points, effectively segmenting the wire, showed time behavior improvements. As a side effect, this also created "zones" of information, each zone corresponding to a segment. Because of the buffering, the segments become logically isolated, which implies that all zones may be carrying different information at a given time. As exemplified in Figure 2.7, the packets of information move from one zone to the next, from source to destination like in a pipeline. This is the property that we want to exploit in order to improve the throughput. We should also note, however, that the segmented interconnection becomes unidirectional since buffers have been inserted (as opposed to a continuous wire which electrically "broadcasts" the signals).

![Figure 2.7: Zoning of a Interconnection Wire](image)

In terms of throughput, the maximum throughput is the inverse of the highest segment delay. Trivially, one finds that the maximum throughput for a given distance, is for segments with equal delay, i.e., equally spaced buffers assuming same electrical characteristic for all segments and load capacitance at the end of the wire equivalent to the buffers.

An interesting compromise can be accomplished between the end to end delay and the information throughput of an interconnection line. We define a benefit function $G$,

$$G(s, l) = \frac{T_p(s, l)}{T_p(1, l)} / \frac{Dl(s, l)}{Dl(1, l)}$$

where $T_p(1, l)$ is the throughput over the interconnection with length $l$ and with a single driver at the source. $T_p(s, l)$ is the throughput for the interconnection with $s$ segments. $Dl(1, l)$ and $Dl(s, l)$ are the analogous for end to end delay. Of course $T_p(s, l)$ takes into consideration the pipelining effect.

$G(s, l)$ is the proportional to throughput and inversely proportional to delay. Hence, the benefit is high when the end to end delay is small and the throughput is high. Optimizing $G$ will lead to a good operating point of the system, e.g., a good compromise between delay and throughput. A concept analogous to benefit function $G$, known as "Power" [Gai83] was developed for computer networks. Power is defined as the ratio of Throughput over Delay. Again, power optimization leads to an effective operating point of a communication link.
Figure 2.8: Throughput and Delay versus Number of Segments

The graph in Figure 2.8, shows the normalized throughput \( (T_p(s, l)/T_p(1, l)) \) and the normalized delay \( (Dl(s, l)/Dl(1, l)) \) for varying number of segments \( s \) and for an interconnection with length \( l \), where \( l \) is the typical VLSI diameter. The delay values were derived from the SC driver expression. The throughput is the inverse of the delay of a segment. As the number of segments increases, the delay decreases until the number of segments approaches the optimal number of buffers (as seen in the previous section). From that point on, the delay increases because of the added delay of the buffers. The graph in Figure 2.9 shows the functions \( G \) versus \( s \). We note that for a small number of segments, the benefit function \( G \) is low because the delay is high (less segments than the optimal number) and the throughput is low (small number of zones). As we increase the number of segments, we cross the point were the delay is minimum. If we continue to increase the number of segments, we will increase the throughput and the delay. This means that after some point, the benefit of the increased throughput will be offset by the increased delay. The reason for the increased delay is that for each added segment, the buffer delay accumulates to the total delay.

We observe that the sensitivity of \( G \) is high for a small number of segments. This implies that there is a high benefit even with a small number of segments. In terms of VLSI, this is interesting since more buffers mean more power dissipation and more occupied area and that a significant gain can be made with a small number of segments.
We should remark that $G_{MAX}$ is not the absolute optimum for all applications, and that we should use the values for $G$ as a guideline for the operating point regarding the compromise between throughput and delay.

2.5 Conclusions

In this chapter we have shown some of the trade-offs that will have to be considered when designing a long distance interconnection.

Moreover, the results obtained here strongly suggest that a communication solution for the upcoming technologies should be based on a slotted communication architecture so that low delay and high throughput can be attained. We envision the communication being broken down into different levels, each one with different characteristics. For example, three levels, the lowest being the point to point, the middle level using bus and the higher level utilizing some kind of network on chip.

Most of the VLSI chips built so far at the highest level have some kind of shared interconnection, mostly bus. This can be noticed in general purpose microprocessors, memories, dedicated processors, and many other designs.
We conclude by claiming that the interconnection of a VLSI chip should also be designed hierarchically and that at the uppermost layer, there should be a network that benefits from the segmentation of long lines and also profits from the pipeline effect introduced by the segmentation.
Chapter 3

Network Choices for VLSI

3.1 Introduction

The communication among the elements of a multiprocessing or multimodule system is the key to the exploitation of parallelism and performance. Interconnection networks is a wide field and a rich literature is available, presenting many different topologies, architectures, and implementations. It is not our aim to go into detail of these interconnection networks. The purpose of this chapter is to discuss topologies for VLSI adequate for the advancing technologies in the light of parameters presented in the previous chapter (Chapter 2), namely, delay, throughput, and area.

We first present a taxonomy for interconnection in order to have a framework for our discussion and will later complement it with issues that we consider important for VLSI. Further on, we will discuss different topologies under this framework.

3.2 Taxonomy

The taxonomy presented here is based on Feng's survey of networks [yF81]. His motivation was the essential points of a cost effective network from a practical point of view. We will use this as a starting point for our discussion on the intrachip VLSI network.

In selecting the architecture of an interconnection network, four design decisions are identified. They concern the operation mode, the control strategy, the switching method, and the network topology.
Operation mode: Communication is identified as synchronous for processing in which communication paths are established synchronously; and asynchronously in which connection requests are issued dynamically. Systems with both operations mode are also possible. Synchronous mode is used most in broadcast systems or small systems for data and/or instructions. Asynchronous communication is more suited for multiprocessing in which connection requests are issued dynamically.

Control strategy: Interconnection networks are typically made up of switching elements and their links. The interconnection functions are performed by properly setting the control of the switching element. This functions can be managed by a centralized controller - centralized control strategy - or by the individual switching elements in that case a distributed control strategy. This falls in the discussion of central or distributed control. Centralized control is usually simpler, however, failure and congestion are the negative side to it. On the other hand, distributed control is more complex in its design since issues like liveness, fairness have to be implemented.

Switching methodology: The two major switching methodologies are circuit switching and packet switching. In circuit switching, a physical path is actually established between a source and a destination. In packet switching, data is put into a packet and is routed throughout the network without establishing a physical connection path. In general, circuit switching is more suitable for bulk data transmission (large granularity), and packet switching is more efficient for short data messages (fine granularity) because of the set up time overhead compared to the address information in the packet. Combining the capabilities of both, circuit switching and packet switching, we identify integrated switching.

Network topology: A network topology can be represented by a graph where edges and nodes represent respectively the communication links and the switching points. Most of the topologies are regular and can be grouped in two categories: static and dynamic. The classification is depicted in Figure 3.1. For instance, ring is a regular static one-dimensional topology: links between two processors are passive and cannot be reconfigured to direct the connection to other processors. Dynamic topologies allow link reconfiguration by setting the network’s active switching elements. A different way of looking at these categories is to verify how the interconnection itself is designed. If there is only one interconnecting layer between two nodes the topology is static and cannot be reconfigured (like a bus topology); on the other hand, if the interconnection layer consists of more then one layer, it can be reconfigured (like shuffle-exchange).

- The static topology category can be classified according to the number of dimensions in the connection space. Bus, linear array, are examples of one-dimensional static topology. Ring, star, tree, near-neighbor mesh, and
systolic arrays are two-dimensional. Three-dimensional topologies include chordal ring, 3-cube, and 3-cube-connected-cycle [PV81]. Furthermore, a d-dimensional w-wide hypercube contains w nodes in each dimension, and there is a connection to a node in each dimension.

- The dynamic topology has three different classes: single stage, multi-stage, and crossbar. Single stage network is composed of a stage of switching elements cascaded to a link connection pattern. The shuffle-exchange network is a single-stage network based on a perfect-shuffle connection cascaded to a stage of switching elements. Multi-stage network consists of more than one stage of switching elements and is usually capable of connecting an arbitrary input terminal to an arbitrary output terminal like benes, baseline, delta, omega, banyan networks [yF81, HLSM82, Fra81, CLYP81].

### 3.3 Performance Criteria

In order to select the appropriate design decisions presented in the previous section, we have to define a set of performance criteria and design parameters under which the network should operate.

Some common performance criteria are: delay, throughput, fairness, and cost. Delay is a measure of the time packets take to travel from origin to destination.
It may relate to the average time or to the maximum time. Throughput measures the number of packets that go across the network per unit time. Fairness refers to the equality of distribution of the bandwidth. Cost is related to the complexity and to the physical size of the design which determines its yield.

These criteria are not orthogonal, therefore, they conflict with one another. For instance, high throughput (desirable) may lead to high delay (undesirable) and low fairness (undesirable); low cost (desirable) by using serial communication may lead to high delay (undesirable).

Some of this conflicting issues may be assisted by strategies in order to meet the performance objectives:

- **Routing mechanism**: How packets are routed from source to destination. The mechanism helps to alleviate congestion by deviating packets to less used paths.

- **Access protocol and flow-control**: How packets get access to the network and how congestion is handled by slowing down the traffic coming to the network. By slowing down the traffic, delay decreases and fairness may improve.

- **Redundancy**: How redundancy and reconfiguration mechanisms may reduce manufacturing cost by increasing the yield or decreasing the maintenance cost by prolonging the useful life of the system.

### 3.4 Design Criteria

As important as the performance criteria for the network, are the design criteria (i.e., design variables and constraints) peculiar to VLSI design, which may determine how the performance criteria may be attained. Some of these issues are:

- **Layout**: Deals with how networks may be laid out on chip. There are a series of constraints since the basic space is a two dimensional one with a very limited number of independent layers that may overlap. The common value for these different layers is two or three. Some other important characteristics of this mapping are regularity, distance between switches, and the capacitance involved with this mapping. Care should be exercised to avoid complex layouts with wires crisscrossing; this would make it more prone to noise, crosstalk, greater capacitance, and also make it more difficulty for power distribution wires (power grid).
• Number of ports per switch: A large number of ports implies a more complex switch that needs more circuitry and consequently more area. This usually leads to slower switches with higher delay. Furthermore, more power would be needed for the extra load (logic and drivers), and an increased difficulty in the mapping, discussed above. Similar conclusion was reach by Fujimoto [Fuj83].

• Number of ports per bus: If a multiaccess, multiport bus is used, a larger number of ports involves higher capacitance on the bus since ports are capacitive loads. Hence, high driving currents are needed for faster transmission, implying larger drivers and larger dissipated power. The end result is an increase in delay through both, the driver chain and bus.

• Height and width of wires: Height and width of wires are parameters of the wire capacitance and resistance (see Chapter 2) and consequently parameters for the delay. However, the delay cannot go below some value because it is bounded by the maximum sectional current that may flow across metal lines. Currents above the limit produce metal migration [MC80, GMS87], which will literally carry metal away from the "hot spots" and eventually brake the connection. Using wider wires will increase the capacitance, which in turn will need more power (current). The height of the wire is limited by the technology. The "solution" lies in careful design.

### 3.5 Critique of some Topologies for VLSI

As we can see there is a wide range of interconnection network topologies, (see Figure 3.1), from the bus network at the lower bound to the crossbar at the upper bound of regular topologies. Neither are appropriate for highly parallel arrays [HLSM82]. The bus network is architecturally simple, but in an n-processor network only 1/n of the bandwidth is available for each processor. The crossbar network with every processor connected to all others, uses n² switches to connect n processors. For VLSI, this structure becomes unfeasible because of the number of switches required and the layout complexity of interconnecting wires. Below we will discuss some of the most commonly proposed topologies for future VLSI technologies.

• Bus: Very regular and simple, however, there is a high penalty in delay for long distance and for the number of ports connected to it so that the transfer rates become quite limited. Also, since it is a unique shared resource, contention becomes high. This is the most commonly used intra-chip communication in current VLSI designs, though it will not be appropriate for
future technologies. However, a hierarchy of buses could be an appropriate solution for traffic patterns that hold physical locality.

- **Ring**: Because of the slotted nature of the optimal driving scheme for long distance interconnection (detailed in Chapter 2), ring offers a simple solution. With the use of an appropriate protocol, it is possible to have more than one active slot (a frame carrying data) at a time, and so a higher throughput may be achieved; however, delay is high \((n/2)\). The layout can be easily accommodated for VLSI.

- **Mesh**: A regular mesh, with the placement of switches based on the optimal long distance driving scheme. A mesh-connected network is exemplified in [TH88].

- **Trees**: May have a good layout, the so called \(H - tree\) [MA71, MR79], but non uniform distances may became a problem as well as routing, leading to low throughput and high delays and eventually to bottlenecks at the root (or close to the root). This topology is very sensitive to application.

- **CCC**: (Cube Connected Cycles) is an interesting arrangement, with high regularity and small number of ports. However, it does have non uniform interconnection length. From [PV81], length can be as high as half the chip size in the standard layout, to full chip size in the more economical layout. Hence, in spite of its nice placement, the delay through these long interconnections can greatly upset the performance of some algorithms.

- **Hypercube** (binary-cube): In a planar mapping of this topology (for a binary 6-cube see [Sci85]), the length of the links and the number of ports increases as dimensions grow. The layout is complex and costly in terms of area. Although routing seems simple, it can become quite hard when an optimal routing and flow control solution is sought.

- **Omega nets and equivalents**: Given that the delay is a function of the link length, the problem becomes the layout of the switches and the links among them. It is not possible to distribute the switches on a planar layout and connect them with equal link length (manhattan distance). Hence, this does not seems to be an appropriate solution for VLSI interconnection.

### 3.5.1 Discussion of Solutions

The topologies presented, from the link point of view, fall in two categories: 1) point to point, 2) multiaccess.
The point to point fits very well with the results obtained on Chapter 2. At each point signals are amplified, the distances between the points can be such as to minimize delay, and the zoning allows for the pipeline effect, therefore higher throughput may be achieved.

The multiaccess should be a hierarchy of small busses so that the lengths of the busses are small and load (number of ports connected to it) is also small. By the virtue of the hierarchy, locality can be exploited by the applications which also improves the throughput. This ought to happen in a well designed system. (discussion in Chapter 1 - distribution of clock signals)

Links can be further classified as bidirectional or unidirectional. In multiaccess, busses are by their nature bidirectional, while in point to point, if we take into consideration the results of Chapter 2 (driving schemes), the suitable solution calls for unidirectional links.

In a mesh topology, switches are connected by point to point links which can be unidirectional or bidirectional. The major difference in terms of routing between uni and bidirectional, is that path lengths in the bidirectional case are, in most cases, lower.

In terms of implementation, in the bidirectional case, there are two possibilities: a single physical link that switches the direction of flow following some protocol (half-duplex) and a dual physical link, each link dedicated to one direction (full-duplex).

We will not consider the full-duplex solution because it is too expensive in terms of area for additional circuits and wires, besides the added complexity of the control circuit itself.

To compare the unidirectional and the half-duplex scheme, we refer to Figure 3.2 and Table 3.1. We assume that the system has a regular topology (mesh) for reasons discussed earlier and that it is slotted with time \( \tau \), which is also the propagation plus circuit delay between adjacent switches. For the unidirectional case, links alternate direction in both orientations, vertical and horizontal. For the half-duplex, \( t_{sw} \) is the time it takes to switch direction. In Table 3.1, values in brackets are the worst case situations.

The last line of the table shows the average time under a uniform destination assumption. We notice that the lesser distance of the half-duplex scheme does not show a major delay reduction over the unidirectional scheme. Furthermore, if \( t_{sw} \geq \tau/4 \), the unidirectional scheme comes out the winner. One also finds that, as distance on the grid between source and destination increases, the difference in manhattan distance between the two schemes decreases.
Figure 3.2: Part of the Network Mesh and Timing

<table>
<thead>
<tr>
<th>from → to</th>
<th>unidirectional distance</th>
<th>time</th>
<th>half-duplex distance</th>
<th>time</th>
</tr>
</thead>
<tbody>
<tr>
<td>A → B</td>
<td>1</td>
<td>$\tau$</td>
<td>2</td>
<td>$3\tau + 2t_{sw}$</td>
</tr>
<tr>
<td>A → C</td>
<td>2</td>
<td>$2\tau$</td>
<td>4</td>
<td>$6\tau + 4t_{sw}$</td>
</tr>
<tr>
<td>A → D</td>
<td>3</td>
<td>$3\tau$</td>
<td>6</td>
<td>$3\tau + 2t_{sw}$</td>
</tr>
<tr>
<td>average</td>
<td>3$\tau$</td>
<td></td>
<td>8/3$\tau + 4/3t_{sw}$</td>
<td></td>
</tr>
</tbody>
</table>

Table 3.1: Time Comparison Between Unidirectional and Half-Duplex Links

In conclusion, we believe that the additional complexity of bidirectional links (half or full duplex) is too high a price to pay for the marginally shorter number of hops between node pairs, when compared to unidirectional links. Consequently, we will base our solution on the unidirectional scheme, which is simpler, needs less area and power and operates faster on a link basis.

### 3.6 “Appropriate” Networks for VLSI

Following Feng's design criteria, the space of possible network solutions is given by the cross product of the set of categories for each design decision. Applying the VLSI constraints discussed earlier, we obtain a subspace of solutions that we will explore further.

- **Operation mode:** should be asynchronous because of clock skew and clock distribution problems in VLSI [FK85] and delay issues discussed in Chapter 2.
• Control strategy: should be distributed based on the same reasons. A timely exchange of information is not possible.

• Switching methodology: for most applications packet switching seems more appropriate than circuit switching due to the nature of traffic, usually short messages. The problem with circuit switching would be the overhead of setting up the connections.

• Network topologies: based on the earlier discussion, mesh and ring seem the most appropriate for VLSI topology.

In order to come up with an appropriate and cost-effective interconnection switching network for a class of applications, compromises among basic characteristics must be reached.
Chapter 4

VLSI Networking Approach

4.1 Introduction

In this chapter, we discuss the network approach to deal with interconnection at the highest level of the VLSI chips of future technologies.

We start by showing the hierarchy of interconnection at the present technology and how scaling affects it. We also present the advantages of the networking approach, the difference between the proposed scheme and other networks.

4.2 Motivation

The hierarchical approach to VLSI design is a must due to the complexity involved [MC80, BK83, UKH85]; specifically, transistors are bundled into gates that in turn create functional blocks, which in turn are bundled into modules and so forth. At each increasing level on the hierarchy, more functionality is added. This is easily observed in practically all VLSI designs: microprocessors, memories, memory management units, floating point units, and many others.

The bundling is accomplished by the interconnection whose function is to transport signals from one transistor to another, from one gate to another, and so forth. The hierarchy that we see applied to the functional aspect, also applies to the interconnection, where each level has its own requirements. This is illustrated in Figure 4.1. Mead in [MR82] suggests that the number of wires must decrease exponentially as a function of their length, also implying that efficient designs must have a hierarchical structure.
Figure 4.1: The Conceptual Hierarchy of VLSI Chip

In the current technology, the highest level of the hierarchy of intrachip interconnection is the interconnection of modules. The next level is outside the boundary of the integrated circuit. The module interconnection has so far been handled, in most cases, by point to point interconnection and by strategies based on bus. The bus communication strategies are very common and rely on a central model with tight control.

Given the technological advances presented in Chapter 2, we see the minimum feature size being scaled down (factor $1/\alpha$, $\alpha > 1$), and chip size being scaled up (factor $\gamma > 1$). Gate density is, hence increased and so is the available chip area. In this context, modules from the current technology, which were at the highest level of the on chip hierarchy will be bundled into module-clusters, and these clusters will become the next and last level on the on chip hierarchy. Figure 4.2 shows this.

To provide communication between these module-clusters we are proposing a networking scheme. We see networking on chip as a necessary step to keep up with the advances in technology. One of the motivations for the network framework is based on the delay results obtained on Chapter 2. In order to cope with the increasing line capacitance and resistance for long distance, and hence increasing delay, we observed that solutions should be based on reducing the length of the
Figure 4.2: The Scaling of the Hierarchy of a VLSI Chip

lines. Signals traveling long distances should have active elements properly placed on the interconnecting wire. Two benefits of this solution are: 1) delay does not grow as dramatically, and 2) the zoning effect that allows the coexistence of different information along the interconnection (pipelining). We will take advantage of both effects in our networking scheme.

One reason why networking has not yet happened in the current technology is because the interconnection delay problem presented in Chapter 2 is most significant for the developing technologies, that are still in experimental phase. The gain for today's technology, if any, would be small because of the tradeoff between the area for modules and the area for the intra-chip network. This will change, however, as gate density as well as chip area increases.

### 4.3 Networking

A strong point of networking is the development of an interface between the intercommunicating blocks. This interface creates the separation of the communication functions such as routing and flow control from the blocks themselves. There are many advantages for such a separation:

- better control over the complexity of design, since hierarchy is enforced,
- standard communication interface,
- communication decisions done on the network, relieving blocks from such functions,
• savings on area for interconnection (due to sharing communication channels),
• flexible addressing,
• combination of blocks that operate at different speeds.

The size of such a network is quite limited and is likely to vary from 16 to 64 nodes. Many tradeoff decisions have to be made to find out an appropriate number. Given that everything has to be integrated on a certain area, a balance between number of modules and their sizes has to be achieved. If the number of modules becomes too high, the overhead of the network in terms of area (for circuits and wires) and power needs become high and modules have a lower functional integration (they are smaller). In the opposite case, it might happen that modules become big and sluggish because of internal delays and network resources inadequate to support efficient communications. This will affect negatively the overall performance of the chip.

It is also important to point out that a network architecture providing full interconnection (as the one we propose) is not the ideal solution for all intra-chip communication situations. For specific architectures that can be categorized as systolic arrays [Kun82] other communication schemes will perform better. In that case communications usually occur only between neighbors, and there is no need for an effective and high performance global communication scheme, which is what we are aiming at.

4.4 Differences from Conventional Environments

The networks that we propose here are very different from conventional networks such as LANs or WANs. The goal of our networks is to achieve global high performance on intra-chip VLSI communication. Therefore, a very specialized set of requirements (different from conventional networks) must be taken into account. We envision these networks as characterized by:

• assured delivery,
• streamlined protocols,
• fast routing decisions,
• small packet size (one bit word wide),
• regular topology matching the two dimensions of integrated circuits.
To achieve the assured delivery we are assuming a perfect channel model. Once the subnetwork has accepted a packet, it can be assumed that it will arrive to its destination within a bounded time (no loss, no buffer overflow). Protocols should ensure that there is no buffer overflow. Loss due to failures is very unlikely, with probability smaller than the probability of failure of a module. (Recall that faults are a function of used area and switches are significantly smaller than modules [SAS83, KB84]). The motivation for such assumption is that it simplifies the design of the switches, making it feasible to implement them at this level of the hierarchy.

The protocols have to be simple and efficient since, in order to achieve the high performance, the logic decisions should be processed in the order of a few gate delays. Here the previous assumption of perfect channel comes very handy: no need for acknowledgement, time-out, and retransmission mechanisms. If those mechanisms were necessary, great amount of area would have to be dedicated. Besides, they would lower the response time of the protocol in two f olds: circuits would be more complex and slower, and the protocol itself would have to dedicate bandwidth and processing time to handle them. Windowing mechanisms, common in other networks, are also prohibitively expensive it this domain. Obviously, there should be error checking of the transmissions. However, this should be at a higher level, such as process level, for example.

Routing of packets from source to destination, based on the same assumptions as the access protocol, has to be simple and efficient. The time frame magnitude of the packets does not allow for any complex routing computation.

The size of the packets should be small because at this level on the hierarchy the granularity of information is small. Large packets would mean higher use of the communication resource in terms of time and space (contention and buffer space). In our study we have chosen packets that carry one word of information (32 bits) in parallel. This implies that links have 32 lines of data plus address and control lines.

The topology issue is also very important: we should rely on topologies that fit nicely within the delay constrains presented in Chapter 2 and the planar characteristic of VLSI. As we saw earlier, node positioning should be at distances related to the need of amplification/regeneration in order to attain the minimum delay.

In the LAN arena, ring networks are usually criticized due to reliability problems because of the active elements (switches) [FT84]. In the case of the integrated network these problems are not so critical since, as mentioned earlier, the area for the switches is small in relationship to the total chip area and faults are a function of area.
Chapter 5

The Grid/RingNet Solution Approach

This chapter begins with our first attempt to develop a network on chip satisfying the VLSI environment. It is called GridNet for reasons which will become later obvious.

We start by describing the basic topology, components, and protocol, followed by results and analysis. The shortcomings of this approach are also presented.

We then introduce several improvements upon this basic scheme, focusing mainly on protocols and topologies, which are detailed in the following sections.

5.1 GridNet

GridNet (shown in Figure 5.1) incorporates the features discussed in previous chapters, such as regularity, distance, simplicity, and use of unidirectional links

5.1.1 Topology

The GridNet topology is a regular grid (mesh) and it is composed of blocks (a generic VLSI module), switches, links, and frame generators. At the intersection points of the mesh, e.g., where rows and columns intersect, are the switches (i.e. the nodes of the network). Blocks or modules (the building blocks at that level of the hierarchy) interface with the network through the switches. We assume there is one block per switch.
Packets travel from switch to switch via links which are unidirectional, e.g., switch \textsubscript{2} in Figure 5.1 can send directly (one hop) to switch \textsubscript{3}, but a packet from switch \textsubscript{3} to switch \textsubscript{2} must loop around and cover several hops. The directions of the rows and columns alternate between right to left and left to right, and between bottom to top and top to bottom respectively.

5.1.2 Protocol

At the beginning of each row or column there is a frame generator that generates empty slots (frames, containers) addressed to the individual switches down the line (i.e. polling mode). This provides the control information needed by the switches to put packets in the links. The empty slots are generated with addresses that cover all the switches that can send (the last one is not in the polling cycle) on that particular line. The rate at which frames are generated is $1/delay_{fg}$, where $delay_{fg}$ accounts for the propagation delay between switches plus the time taken by a switch to process a packet.

Figure 5.2 shows the timing of frames on a line (row or column). The shaded
area indicates the possible occupation of a frame by the switch where the shade starts. It shows the polling cycle that scans the set of switches \( \{1, \ldots, n-1\} \) in order and after \( sw_{n-1} \) it goes back to \( sw_1 \). The frame generator is shown in Figure 5.3.

Switches (Figure 5.4) are placed in the crosspoints of the grid and are composed of two line handlers (Figure 5.5), one for each direction. At the line handlers, the routing of packets is decided by the use of a predefined routing table (RT), e.g., routing is fixed and non-adaptive. The RT is addressed by the packet destination and has three possible outcomes: 1) arrival, when the destination is equal to the switch address; 2) change direction, when the packet is to be sent out to the other line (switched traffic); 3) moveahead, when the packet is moved on along the same line to the next switch (through traffic).

Packets can be inserted in frames at polling time. The ones already in the network (the ones that have changed direction) have priority over new packets (the ones generated at the local node). Due to the asynchronous nature of frames and independence of the polling sequence, there is a need for buffering at the switches.
The protocol can be described as:

```plaintext
at frame tick do (* generated by the frame generator *)
case of RT(packet.destination)
    arrival:
        buffer packet in arrival buffer
        mark frame empty
    change_direction:
        buffer packet in other_node_switched_queue
        mark frame empty
else :
    send frame with current packet
```
at polling do
    if switched_queue not empty then
        send head_of_the_queue
    else if local packet waiting then
        send local packet
    fi
od

5.1.3 Results - GridNet

A 4 by 4 network was simulated using RESQ (Research Queueing Package) [SBL+86] with the following assumptions:

- $delay_{fg} = 1$, and is used as the time base,
- uniform destination. All nodes send packets to all, excluding themselves with a uniform distribution,
- exponential interarrival time of new packets (local packets) with waiting room equal to one. The limit of one buffer was necessary to limit the number of states of the simulation; however, it also makes sense in a real system when hand-shake is used (i.e. a module can present a new packet after the previous one has been accepted by the network). In our study, no arrivals are accepted until the last arrival has been put on a frame.

The results of the simulation are presented in Figure 5.6 through Figure 5.9. The graph in Figure 5.6 shows the average delay taken by packets from the time they are generated till they reach their destination (in frame units) as a function of packet interarrival time.

Figure 5.7 shows the average aggregated throughput of the network (in number of packets per frame unit) and graph in Figure 5.8 shows the average throughput per module as well as the maximum and minimum throughput that they have achieved. The standard deviation of the modules throughput is also presented.

The graph in Figure 5.9 shows the average aggregated throughput on the links combined with the standard deviation and the maximum and minimum throughput on them.

Comparing with theoretical limits shown on Figure 5.6 and 5.7 as dotted lines (lower limit for time and upper limit for throughput), the results were not very
Figure 5.6: Delay versus Arrival Time for GridNet

Figure 5.7: Throughput versus Interarrival Time for GridNet
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Figure 5.9: Throughput per Link versus Interarrival Time for GridNet
encouraging. For time this limit is defined as

\[ t_{\text{limit}} = t_{\text{sync}} + t_{\text{hop}} \cdot \bar{h} \]

where,

- \( t_{\text{sync}} \) is the synchronization time from the arrival of the local packet till the next frame tick. It is derivated in Chapter 6,
- \( t_{\text{hop}} \) is the time it takes for each hop, which is equal to the frame time (\( t_{\text{hop}} = 1 \) by assumption),
- \( \bar{h} \) is the average hop number,

\[
\bar{h} = \frac{1}{N \cdot (N - 1)} \sum_{\text{all } i, j, i \neq j} d_{ij},
\]

where \( N \) is the number of nodes and \( d_{ij} \) = distance from \( i \) to \( j \). We are assuming that all nodes communicate with each other with a uniform distribution.

The throughput limit is defined as:

\[ T_p_{\text{limit}} = \min(\bar{\lambda} \cdot N, \frac{L}{\bar{h}}) \]

where,

- \( \bar{\lambda} \) is the average packet arrival rate to a node,
- \( L \) is the number of links in the network,
- \( \bar{h} \) is the same as above.

Since the link capacity is one packet per frame, the upper bound for the throughput is \( L/\bar{h} \).

The time behavior can be explained by the high latency of this protocol in both the initial access (local) and change in direction (switched). For example, for \( \lambda = 1/5 \), \( t = 12 \) while \( t_{\text{limit}} = 4.3 \).

Regarding throughput, we noticed that at high load some nodes have hardly been able to send any packets. Hence there is a fairness problem with this scheme. Also some links were used almost 50% of their capacity while others were hardly utilized at all. An important lesson was learned: it is not only the topology that influences the delay, the protocol has a major role.
Another drawback of this scheme is that if the load is not uniform, there could be congestion and possible buffer overflow. Hence, packets could be lost. This is because the access protocol is based on fixed assignment, and does not adjust to communication demands. Even with balanced uniform load, link utilization varies over a wide range (see Figure 5.9). This means that some of the links are underutilized, and synchronization time is too high when there is a need for change in direction.

In the next section, we will introduce a new protocol to achieve better results. The goal was to develop protocols with higher performance, which better adapt to different load conditions, and have a fairer behavior.

5.2 GridNet/p2 - A Different Protocol

The main reasons for the modifications to the GridNet protocol were:

- In the earlier scheme, links were not fully utilized and had great variation in terms of throughput,

- While the protocol was providing equal bandwidth on a link basis, it was compromising the overall network fairness. This occurs because
  - service is shared by locally generated and switched traffic,
  - switched traffic has priority over local, and
  - the pattern of the switched traffic is not homogeneous across the topology. Therefore, some switches have their local traffic unfairly penalized.

The objective for this change, was to find an alternative that was more “fair”, (equitable) and provided similar throughput for all modules at uniform load condition. We noticed that at high load some switches in GridNet were partially shut out (see Figure 5.8). The reason is that at polling time, they had to dedicate the frame to a packet changing direction (switched packet) rather than to a newly generated (local).

For instance, if we look at Figure 5.1, we notice that all traffic in switch1 that comes from or through switch5 and is not destined to switch1, changes direction in switch1. Note that this is the case for most traffic. Therefore, in heavy load, a continuous stream of packets may come from switch5 into switch1. Since a frame is assigned to switch1 to transmit (switched or local packet) every three frames (as determined by the polling cycle), above a certain load condition, there will be
no frame available for local packets at switch$_1$. Other corner switches are also affected: switch$_4$, switch$_{13}$, and switch$_{16}$.

The following paradigm will explain why one should give higher priority to an on going packet rather than to a new. A new packet will become an on going packet from the next switch on and thus, it will be serviced faster from that point on. If, on the other hand, the new packet had higher priority it would get service sooner. However, from the next switch on, it will have to wait/defer to a new one, since it would now be an on going packet. This mechanism on a high load situation (or a load beyond some threshold) will lead the network to a congested state. Hence, on going packets should have higher priority. The solution lies in controlling the flow before it enters the subnetwork in order to achieve a more fair access with better results of delay and throughput. The same strategy (i.e. giving precedence to transit traffic over input traffic) is commonly employed in flow control of conventional computer networks. An example is found in the input buffer limit policy [GK80].

5.2.1 Protocol

The basic principle of this proposal consists in shifting the polling function from the frame generator to the individual switches. In the previous scheme, there was no attempt to estimate how much bandwidth was available to a switch for local or switched traffic. The amount of bandwidth available for new packets in a switch was primarily determined by its topological position.

The idea was to implement a token-less polling scheme in order to avoid the overhead and latency of a token scheme. The result was a distributed input rate control (DIRC) protocol, where switches would be assigned frames in an orderly and periodic fashion.

The fundamental changes are: the frame generators create frames marked as empty, as they start their journey down the line; and the switches control the access to the frames by keeping count of how many frames have passed since their last transmission on that line. The basic idea it to have the switches wait for a number of frames before attempting to transmit.

A key role in the GridNet/p2 protocol is the counter, which controls how often a node can place a new packet in the sub-network. Initially the counter is set to FC (frame count) and is decremented each time a frame passes by. When the counter drops to zero, the node may attempt to transmit the local packet in the first empty frame. However, transmission of switched packets takes precedence. Also, frames are marked as free when packets reach their destination. The protocol can be summarized as follows:
initially counter ← FC
at frame tick do
    if counter ≠ 0 then
        counter ← counter − 1
    fi
    if frame is free then
        if switched.buffer not empty then
            transmit from switched.buffer
        else if counter = 0 and local.buffer not empty then
            transmit from local.buffer
            counter ← FC
        fi
    fi
od

We claim that the protocol enjoys the liveness property given that \( FC ≥ FC_{\text{min}} \) to be later defined. To fulfill this property, it must be deadlock and lockout free. No deadlock can occur because there is no contention for resources that creates cyclic waits, i.e., a packet changing direction (switched packet) or local packet just waits for an empty frame (which is independently generated) following the rules dictated by the protocol.

Lockout free in this context means that no packet would wait indefinitely for a free frame. To satisfied this, we have to find the value of \( FC_{\text{min}} \) which depends on the routing table and traffic pattern (load condition). The value of \( FC \) must be chosen according to how many packets might contend for a link and this can be tuned to the average or to the worst case scenario. The difference here is the number of buffers necessary for the switched packets.

Analyzing a 16 node GridNet, we noticed that the worst case is 15 connections sharing a link. Therefore, if a switch is allowed to place a new packet at least every 15 frames, no lockout will occur. For instance, this would happen if all switches send packets to \( \text{switch}_2 \) (see Figure 5.1). In such a case all packets would have to pass from \( \text{switch}_1 \) to \( \text{switch}_2 \) via a single link. Therefore with \( FC = 16 \) (\( FC \) is first decremented and than compared to zero), we are basically serializing the shared access for this link.

This is indeed a very special case (really the worst possible case). For such a case, an altogether different approach should be taken (i.e. a different protocol for instance). In a uniform load, \( FC \) can be less than 16 because, on average, no link will be contended by 15 origin-destination communication pairs. By choosing a lower \( FC \), throughput will be higher because switches can insert local packets with a lower waiting time.
From the network point of view, a lockout condition is less serious than a deadlock; the former deprives part of the network, while the latter brings the network to a halt. However, since on top of the network there are still other layers of functionality, one must be careful not to allow a key function on a node (e.g. a scheduler) to be locked-out.

5.2.2 Results

We start by comparing GridNet and GridNet/p2 in terms of delay and total throughput. This is seen in Figure 5.10 and 5.11. The frame count (FC) for this comparison is equal to 8. We note that the delay is greatly improved, but

![Figure 5.10: Delay versus Interarrival Time](image)

the total network throughput remains about the same.

In the next three graphs (Figures 5.12, 5.13 and 5.14) we show how the FC influences the performance. With FC = 1, we have the case when nodes may send a local packet whenever a free frame comes along, and the switched_buffer is empty. With FC = 16, the switch for that particular line, will wait for 15 frames to come by, before any attempt to transmit is made. This explains why the delay is so high and the throughput so low. In Figure 5.14 we compare the power versus the packet interarrival time. Power [Gai83] is a function that captures the tradeoff between two conflicting performance measure: delay (T) and throughput (γ). It is
defined as their ratio: \( P = \gamma / T \). We may notice that the maximum power for the different \( FC \) values occurs within the same range of packet interarrival time.

In Figure 5.15, we may observe the effect of \( FC \) in terms of fairness. The graph shows coefficient of variation in throughput across the switches versus the total throughput of the network. The coefficient of variation \( C_X \) is defined as \( \sigma_X / \overline{X} \), where \( \sigma_X \) is the standard deviation of the throughput of the switches and \( \overline{X} \) its average. Basically this measure shows how much variation there is for the different values of \( FC \). A low coefficient indicates a fair access. We note how "unfair" the previous protocol (GridNet) was, and; how GridNet/p2 one behaves as \( FC \) decreases.

The above results were obtained for uniform load condition. For a non uniform load condition, depending on the value of \( FC \), packets could accumulate in certain switched buffers and cause overflow.

Table 5.1 shows the average link utilization efficiency, which is the ratio between the actual average link utilization and the theoretical maximum, in high load condition. We note that GridNet/p2 yield much better utilization than GridNet for low \( FC \) values, as expected.

The sensitivity of performance to the value of \( FC \) and the interdependence of \( FC \) and traffic pattern suggest the value of \( FC \) might be individually adjusted for each switch according to load conditions. However, these conditions have to
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Figure 5.15: Coefficient of Variation versus Packet Interarrival Time
<table>
<thead>
<tr>
<th>GridNet</th>
<th>0.34</th>
</tr>
</thead>
<tbody>
<tr>
<td>$FC = 1$</td>
<td>0.80</td>
</tr>
<tr>
<td>$FC = 2$</td>
<td>0.73</td>
</tr>
<tr>
<td>$FC = 4$</td>
<td>0.58</td>
</tr>
<tr>
<td>$FC = 8$</td>
<td>0.35</td>
</tr>
<tr>
<td>$FC = 16$</td>
<td>0.19</td>
</tr>
</tbody>
</table>

Table 5.1: Aggregated Link Utilization Efficiency

be known in advance and the correspondent $FC$s computed accordingly, since GridNet/p2 is not an adaptive protocol with respect to flow control. Namely, the protocol performs input flow control based on predefined values of $FC$.

In the next section, we will introduce changes to both topology and protocol in order to improve performance. The basic idea in terms of the topology was to come up with solutions that overcame the problems at the boundary of the mesh. As for the protocol, the goal was to develop a protocol that adapts better to different load conditions, and has fairer behavior.

5.3 RingNet

5.3.1 $2in - 2out$ Topologies

One of the shortcomings of the GridNet topology is that switches have different degrees of connectivity, depending on their topological positions. The connectivity varies from one input and one output to two inputs and two outputs. From Figure 5.1 we observe that $switch_{1,4,13,16}$ are $1in - 1out$, $switch_{2,8,9,15}$ are $1in - 2out$, $switch_{3,5,12,14}$ are $2in - 1out$, and $switch_{6,7,10,11}$ are $2in - 2out$. These different degrees of connectivity create bottlenecks that impact negatively on the total network capacity (performance). They also affect fairness, since the switches with $2out$ could have more bandwidth available than the ones with $1out$.

The topologies that we will describe below are based on the $2in - 2out$ concept for all switches and follow the guidelines for the on chip network described in previous chapters.

5.3.1.1 MRing Topology

The MRing topology is seen in Figure 5.16. Its name comes from the multiple rings that the interconnecting mesh creates. The end of the line switches (from GridNet)
are connected to one of the neighbors, thus, providing the $2in - 2out$ property. The frame-generators were replaced by links between neighboring switches. End of the line at $switch_5$ is connected to the origin of the line at $switch_1$ and so on.

![Figure 5.16: MRing Topology](image)

The unidirectionality of the lines, now part of rings, is maintained. The timing function provided by the frame generator in the GridNet, can now be generated in a distributed fashion by self-timed circuits in the switches, and operate asynchronously, for example. Self-timed circuit design is a proven design methodology [Sut89, MBL+89, MC80] and will be specially applicable for systems where there is no central clock, like this one.

Another interesting characteristic of this topology is that some neighboring switches are connected by two links (the second link is the one that replaced the frame generators in GridNet). In order to distinguish them we separate them in two planes. Plane $x$ (the orientation is decided by the elongation) consists by the rings formed by switches in the sets $\{1, 2, 3, 4, 8, 7, 6, 5\}$ and $\{9, 10, 11, 12, 16, 15, 14, 13\}$, while Plane $y$ has $\{1, 2, 6, 10, 14, 13, 9, 5\}$ and $\{3, 4, 8, 12, 16, 15, 11, 7\}$.

The added links permit more possible paths between source destination pairs. This helps to distribute the load between the links. However this also increases the complexity of generating the routing table, which is dealt with in the next chapter.
5.3.1.2 DRing Topology

An alternative to the MRing which still satisfies the uniform connectivity condition is the DRing (double ring), presented in Figure 5.17. This option does not provide the same richness of possible minimum paths, and the average path length for a uniform load is higher than that for the MRing, however routing is simpler.

![Figure 5.17: DRing Topology](image)

5.3.1.3 Cubic Topology

The third (uniformly connected) alternative is the planar mapping of the hypercube of dimension 3 (16 nodes). This topology has been vastly covered in the literature [Sei85], and is present here to show that its planar implementation comes at a cost. In this topology, (Figure 5.18) links vary in length: some have length $d$ and others have length $2d$, $d$ being the link length in the previous topologies. Since distance is a major contribution in delay, this will ultimately compromise the performance. Furthermore, the wiring of the links has many crossings which are very undesirable in VLSI design.
5.3.2 Protocols for Slotted Rings

In this section we discuss different access protocols for the kind of networks that conform to the VLSI constraint detailed earlier. The basic characteristics of these protocols environment are: 1) parallel interconnection among nodes (word wide expanded to include control signals), 2) slotted; the optimal long distance interconnection policy suggests the use of segmented unidirectional links (packets one bit long, word wide for low delay), and 3) cyclic structure (based on the $2in-2out$ topologies).

We examine first the case of a single slotted ring with $N$ nodes. This topology was first described by Pierce [Pie82] for a serial communications. However, since in our case we use a parallel link, that carries one word per slot we had to search for different solutions. The alternative approaches discussed here are of two types: token and tokenless based. The token scheme is intrinsically pessimistic and usually "protects" the system from the worst case situation. On the other hand, tokenless schemes are in principle more optimistic leading to lower delays at lower loads.
5.3.2.1 Token Based Access Protocols

In the explicit token scheme, one of the control signals has the function of token indicator, and is marked only in one of the \( N \) frames.

A node with a packet to transmit, waits for the token to come by and than uses the first free frame thereafter. Frames are marked empty by the destination node. The frame that has the token signal is used for data as any other frame. In heavy load, a node would have access on average every \( N \) frames (round robin). On light load, however, the average waiting for the token is \( N/2 \) frames with many empty frames not being used. The result is high latency. This is why we consider the token scheme as a very conservative scheme. Namely, this scheme is fair at high as well as light loads; however, at light loads, it cannot take advantage of unused resources to increase throughput and decrease delay.

5.3.2.2 Token Less Based Access Protocols

A major difference between token and token less schemes is that in the former the control information lies in the network (via the token) while in the latter, the nodes use some internal state to control the access to the network. We have devised two token less schemes: DIRC (distributed input rate control) and DIRC_BP (DIRC with back pressure mechanism).

In the DIRC scheme the input rate is independently controlled by each node. Namely, the access is determined by the amount of time the packet has spent waiting. A counter keeps track of the waiting at each node. Initially or after each transmission, the counter is set to \( FC \) and is decremented with the passage of frames. When the counter reaches zero, the node may take the first free frame that passes by. Frames are marked empty at destination. If \( FC \) is set to \( N + 1 \) and the load is high this scheme accomplishes the same behavior as the explicit token scheme. In light load, however, the wait for the turn to transmit may be lower because nodes decrement the counter at each passing frame, independently of having a packet ready to send or not. Thus, a newly arriving packet may be able to go immediately. This scheme is the one used in GridNet/p2.

DIRC with Back Pressure Protocol

In order to reduce the access time even further we developed DIRC_BP, where the basic idea is to let a node use the first free frame that comes by. This mechanism also increases the throughput significantly. Of course, precautions must be taken in order to provide a minimum service for all nodes, avoiding starvation, or deadlocks. To this end, if a packet has waited more than \( C \) frames, it can request a free frame.
from the previous node (see Figure 5.19). The goal is to flow control the local traffic via a back-pressure mechanism. The request for a free frame is satisfied by a node as the highest priority of service, since this is how back pressure propagates. Hence, in terms of service priority, from the highest to the lowest, we have a) free frame request, b) through traffic, and c) local traffic. In the sequel, we present three different versions of a protocol (Protocol I, II, and III) based on backpressure.
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**Figure 5.19: Cyclic Topology and Flow**

![Diagram](image)

**Figure 5.20: Timing and Flow of Data and Control**
Protocol I
In this protocol, for control purposes there is a counter and a logical flag alt. The counter has the function to keep track of the waiting of a local packet for a free frame (local packets may only enter the network on free frames, no preemption). The flag alt is used to alternate the requests to the upstream node \((node_{i-1})\) when back pressure is to be applied. The reason for this alternating request is that it takes one time frame for the request to reach the upstream node \((node_{i-1})\) and another time frame for the free frame generated by the previous node to reach the node in question \((node_i)\). In case requests were done in consecutive frames, two free frames would be generated by the upstream node, while only one was necessary. This affects the performance in high load, since an extra frame moves downstream with no packet. This is shown in Figure 5.20 b.

Back pressure, e.g. RF (request for frame) is applied when a passing frame is occupied and either (or both): counter reaches zero (because of a local packet waiting) or; a through packet was queued at this node \((node_i)\) due to a request from the node downstream \((node_{i+1})\). And as explained earlier, the request is sent on alternating frame times (seen in Figure 5.20 a).

Algorithmically, the access protocol can be described as:

Initially, counter \(\leftarrow C\), alt \(\leftarrow TRUE\)

At frame tick do

\(\text{if packet arrived then}\)

\(\text{buffer it local in buffer}\)

\(\text{mark frame as free}\)

\(\text{fi}\)

\(\text{if counter }\neq 0 \text{ and local packet waiting then}\)

\(\text{counter }\leftarrow \text{counter}-1\)

\(\text{fi}\)

\(\text{if frame requested then}\)

\(\text{buffer incoming packet (if any)}\)

\(\text{release free frame}\)

\(\text{else if exists a through packet then}\)

\(\text{(*) either buffered or from the incoming frame *)}\)

\(\text{send it}\)

\(\text{else if local packet waiting then}\)

\(\text{send it}\)

\(\text{counter }\leftarrow C\)

\(\text{fi}\)

\(\text{if alt }= \text{FALSE then}\)

\(\text{alt }\leftarrow \text{TRUE}\)

\(\text{else if counter }= 0 \text{ or through_buffer }> 0 \text{ then}\)
request frame from upstream node
alt ← FALSE
fi
od

Properties of Protocol I

**Theorem 1** Protocol I is deadlock free.

Informal proof: The proof consists of showing that no cycle for free frame requests is created. Namely, because of the alternating of the free frame requests, a node may request at most half of the frames from the upstream node (see Figure 5.20 a). The rest of the frames can be used to carry packets forward. In other words, there is always traffic flowing towards its destination. When the destination is reached, the frame will became free, ready to be used again.

A request propagates along the opposite direction of the flow till it finds a free frame (Figure 5.21). This will happen whenever the request reaches a packet that just got to its destination, or the previous node has sent forward a free frame because it had no packets for it (either local or through). Since there is always some packet which has arrived at its destination, eventually the request will be satisfied. □

![Diagram](image)

Figure 5.21: Flow of Free Frame Requests

**Theorem 2** Only one buffer is needed for through traffic.
Informal proof: A node, as soon as it receives a request, forwards a free frame, and queues the through packet just arriving at the node (in case there is a packet and the packet is not destined to this node). At the same time, this node requests a free frame from the previous node. This is illustrated in Figure 5.22. By the time an eventual next request would be coming to this node, a free frame will be arriving (per its previous request). In conclusion, no additional packets will be queued at a node. □

The result of this theorem is highly desirable for VLSI, where resources are “precious.” It also makes the buffer control mechanism much simpler.

![Diagram showing free frame, request, data, occupied frame, and nodes](image)

Figure 5.22: One Buffer Only

**Function of the Counter**

In a high load situation where all nodes are addressed, and with the counter with a high value ($C >> N$), a node will only get a chance to transmit when a packet destined to it arrives, i.e., the packet is “consumed”, freeing up the frame which is immediately taken by the local waiting packet. Usually, no node will have to defer “this” free frame since there is no frame request because no counter reaches zero.

The function of the counter is to distribute (“spread”) the free frames generated by arrivals at other nodes, so that nodes that are not addressed so often get a chance to transmit. This is the basic function of the upstream frame request, that will force a “popular” destination node to defer transmission of its own and pass the free frame downstream to a waiting node.

$C$ has critical impact on the performance of the network. If $C = 0$, (again on high load), due to alternating of requests, only half of the frames would be utilized. The other half is accounted as free frames forced by requests, since all nodes have
a local packet ready and the counter is always zero. Packets advance in a stop and go motion. This of course results in a high overhead with 50% of the frames not being used. If \( C \) is too high, it could mean that a node with low arrival rate might wait for a long period of time. When \( C = N \), the network is "biased" towards one local access at least every \( N \) frames.

However, there are some problems with this protocol in certain conditions (unusual conditions, though) where a node might "starve" due to a bad choice of \( C \). Consider the case where \( node_N, node_{N-1}, \ldots, node_2 \) send packets to \( node_1 \) and all are always ready to send. Assume \( C \geq 2 \) for all nodes. In steady state, \( node_N \) will be able to transmit at least half of the frames because downstream requests for free frame are alternated between and all frames arriving from upstream are free. \( node_2 \) will get \( 1/C \) (every \( C \) frames, it requests a free frame from \( node_3 \)) and there are no requests from \( node_1 \) to \( node_2 \).
\( node_3 \) will get \( 1/C \) if \( 2/C < 1/2 \) otherwise it will get \( 1/2 - 1/C \) and \( node_{4\ldots N-1} \) will starve (i.e. they will get zero throughput).
\( node_4 \) will get \( 1/C \) if \( 3/C < 1/2 \) otherwise it will get \( 1/2 - 2/C \) and \( node_{5\ldots N-1} \) will starve.
and so on till
\( node_{N-1} \) will get \( 1/C \) if \( N - 1/C < 1/2 \) otherwise it will get \( 1/2 - (N - 2)/C \).

Regarding the through packet queue, the request for a free frame can be changed so that it is triggered when queue is \( B \) rather than 1 as described before. This will allow the network to absorb a greater variance of traffic without nodes requesting free frames so often. This way, the number of free frames moving on the network due to requests is reduced, and the throughput performance improved. If requests are issued when the through buffer has \( B \) packets, it also follows that the buffer size of \( B \) at each node is sufficient so that no packets are lost.

The possible starvation condition on Protocol I lead us to revise this protocol and propose two variations (Protocol II and III).

**Protocol II**

The difference between Protocol I and Protocol II is that now we define an "accumulation" state when \( counter \) is zero and at the same time there is a request for a free frame and there is a packet passing through. When this state is reached, the restriction to alternate the requests from the upstream node is bypassed and request are made in consecutive frames.

The algorithmic description for Protocol II follows:
initially, counter ← C, alt ← TRUE

at frame tick do
  if packet arrived then
    buffer it in buffer
    mark frame as free
  fi
  if counter ≠ 0 and local packet waiting and no frame request from downstream then
    counter ← counter−1
  fi
  if frame requested then
    buffer incoming packet (if any)
    release free frame
  else if a through packet is present then
    (* either buffered or from the incoming frame *)
    send it
  else if local packet waiting then
    send it
    counter ← C
  fi
  if (counter = 0 and through_buffer > 0)
    or through_buffer > 1 then
    request frame from upstream node
  alt ← FALSE
  else if alt = FALSE then
    alt ← TRUE
  else if counter = 0 or through_buffer > 0 then
    request frame from upstream node
  alt ← FALSE
  fi
od

For this protocol, we have traded the starvation (lockout) of nodes for a possible deadlock condition, therefore the value chosen for C is of utmost importance. The reason is that now there exists a condition where traffic will not progress.

Suppose one node reaches accumulation. This will imply that two consecutives free frame requests will be issued. It is a possible scenario that other requests will "align" on the path of requests of the original request, thus creating an accumulation of requests. It can be shown that if these requests are not satisfied by packets arriving at their destination or by unused frames, they will eventually
loop around and reach a node which is itself requesting a free frame. This creates a cycle of requests, therefore a deadlock where all nodes are sending free frames to the upstream node and at the same time, requesting a free frame from the one downstream. Meanwhile, the through packets, as well as the local packets will stay were they are. This deadlock situation was reproduced in the protocol simulation.

A request for free frame once put in motion, will only stop (be absorb) at a node in its upstream travel on the condition that 1) that node has neither a through packet, 2) nor a local packet ready ($counter \neq 0$). Condition 1) may also be caused by an arrival at that node. Otherwise the request will propagate. As it propagates, it will not allow some other nodes to transmit and as they reach $counter$ zero, a wave front of requests starts forming.

We now want to find out what is the value for $C_{min}$ that the counter should be set after a local packet is transmitted, which will make the protocol deadlock free.

First, we consider the case where nodes send packets at the same time and all packets have the same OD (Origin to Destination) distance. Also, we assume that the nodes always have local packets ready to be sent out. Figure 5.23 illustrates a four node ring with packets with longest OD distance.

![Figure 5.23: Progression of Packets in a Lock Step Case](image)

One can show that Requests for Free frames (RF's) will not occur if the counter at the nodes is set with $C = C_{min}$, $C_{min} \geq N - 1$, where $N$ is the number of nodes in the ring.
The \( C_{min} \) value is based on the fact that the longest \( OD \) path is \( N - 1 \). For instance, suppose that all packets have path with \( OD = N - 1 \). If \( C < N - 1 \), the counter at each node will expire before a packet destined to that node arrives (which would provide the free frame for the transmission of the local packet). Noting that each node has a through packet coming (which will not be arriving to its destination on this time frame) and that \( counter = 0 \), a \( RF \) will be issued. Since this happens to all nodes at the same time, all nodes in the next time frame will buffer the through packet, send a free frame downstream and \( RF \) upstream; and this will continue forever. Thus, no data traffic will progress.

If \( C = N - 1 \) (\( C = OD \)), the counter expires exactly at the same time that there is a packet arriving to its destination. Therefore, there is no \( RF \) since the arriving packet will generate the free frame needed.

For \( C > N - 1 \), the \( counter \) does not expires. The reason is that there will be a packet reaching its destination (for any of the nodes) in at most \( N - 1 \) and when this happens, this frame will be used by the local packet, which in turn will set the \( counter \) back to \( C \).

We now want to consider the more general case in which we relax the synchronous transmissions and uniform OD distance. We introduce the notion of \( RFW \) (Request Frame Window) and \( DW \) (Data Window). \( RFW \) is the wave front of request and \( DW \) is the “space” left where frames may carry packets forward. When the system is “near” a deadlock condition, a cycle is formed by one \( RFW \) and one \( DW \). Let \( RFW_w \) be the width of the \( RFW \) and \( DW_w \) the width of \( DW \). Clearly, \( RFW_w + DW_w = N \), where \( N \) is the number of nodes.

In order not to have deadlock, we have to choose \( C \) such that the \( RFW \) (Request Frame Window), does not become too wide, reducing the \( DW \) (Data Window) to zero. See Figure 5.24.

In order to proof that this does not occur (i.e. no deadlock), we use the following conjecture:

**Conjecture 1** There are at least two packets that arrive to their destination (i.e. absorbed) when \( DW_w \geq 3 \).

Since the throughput of the ring is at least one per time frame, this conjecture is clearly true. From the Figure 5.24 we note that the first frame “band” is used for sending free frames, while the rest may carry frame with packets.

We should also note that the \( counter \) is not decremented if a node receives a request frame. Hence, \( counter \) values do not change during \( RFW \) and no requests can start during \( RFW \).
An important observation is that when $DW_w = 3$, any packet arriving to its destination will cancel an RF. In fact, a free frame is generated and the request will no longer propagate upstream. Also, when $DW_w = 3$, any data frame advance will reach a node which is servicing a request. Hence, any packet reaching its destination in such $DW$ will consume the RF. This can be seen in Figure 5.24.

If $RFW_w = N - 3$ (which also implies in $DW_w = 3$), this means that $N - 2$ nodes have requested frames and have received free frames. From Conjecture 1, we know that with $DW_w = 3$, at most 2 counters can expire in this window. Therefore, the minimum value for the setting of the counters is $C_{\text{min}} = (N - 2) + (2) = N$, where the first term represents the number of nodes whose counters have expired and that have been satisfied, and the second term stands for the maximum number of nodes whose counters might expire. Otherwise, $DW$ will shrink to a size where no more frame with packets will progress. □

Extensive simulation experiments were carried out to verify this property. In a ring with $N = 8$, it was found that no deadlocks occur for $C = 8$. For $C = 7$, on the other hand, the system would consistently deadlock.

It was earlier mentioned that Protocol II only needs a limited buffer for the through traffic. We now want to be more specific about this property and prove in Theorem 3 that only two buffers are required.
Theorem 3 The buffer size for through traffic is two.

Informal proof: Suppose node_{i+1} reaches counter = 0 and receives a RF from downstream at t_k (e.g. node_{i+1} is in "accumulation" state). At t_{k+1}, node_i will receive a RF and will itself send an RF to node_{i-1}. At this point, node_i will have one packet in the through buffer. The only other packet that may get to node_i is the one sent by node_{i-1} at t_{k+1} because its first RF will get to node_{i-1} at t_{k+2}. node_{i-1} from that time on will not send any other packet until node_i stops requesting free frames. This is illustrated in Figure 5.25.

![Diagram](image)

Figure 5.25: Two Buffers Only

Protocol III
This protocol differs from the previous one in that a node gets credit for the free frames it has given up to through traffic while it was its turn (counter = 0) and uses this credit to adjust the counter for the next access.

Namely, the counter now can become negative and when this happens, requests are issued in consecutive frames rather than on alternate frames as in Protocol II. The limited buffer size also holds for this protocol.

Bandwidth is now better distributed among the nodes because each node keeps track of frame counts that went beyond the threshold (C), and compensates by lowering the count for the next packet.

However, this protocol is not deadlock free for small values of C. Since counters are not frozen during requests for free frame, a number of nodes might start re-
questing frames during a RFW, which can eventually take over all frames, reducing \(DW\) to zero. In our experiments, when destination was chosen from a uniform distribution (average distance of \(N/2\)) we did not find a deadlock condition for \(C \geq N + 2\). Yet, for longer destination distances, the condition could be as high as \(C > 2N\).

On the other hand, deadlock detection is very simple. It is sufficient that nodes count the number of consecutives request for frame. If \(\text{counter}(RF)\) reaches \(N\), the appropriate actions should be taken.

Initially, \(\text{counter} \leftarrow C\), \(\text{alt} \leftarrow \text{TRUE}\)

At frame tick do

if packet arrived then
    buffer it local in buffer
    mark frame as free
fi

if local packet waiting then
    counter \leftarrow counter - 1
fi

if frame requested then
    buffer incoming packet (if any)
    release free frame
else if exists a through packet then
    (* either buffered or from the incoming frame *)
    send it
else if local packet waiting then
    send it
    if counter < -1 then
        counter \leftarrow counter + C
    else
        counter \leftarrow C
    fi

fi

if (counter \leq 0 and through_buffer > 0)
or through_buffer > 1 then
    request frame from upstream node
    alt \leftarrow \text{FALSE}
else if alt = \text{FALSE} then
    alt \leftarrow \text{TRUE}
else if counter \leq 0 or through_buffer > 0 then
    request frame from upstream node
    alt \leftarrow \text{FALSE}
5.3.2.3 Results for Protocols I, II, III

A comparative study of Protocols I, II, and III was done by simulation using RESQ. The models consisted of 8 nodes in a ring topology (i.e., \( N = 8 \), as in Figure 5.19). The results shown in Figures 5.26 and 5.27 are for \( C = 10 \) and assumed uniform destination of packets as well as poisson arrivals. We note that for these parameters, all protocols have the same level of performance. We did observe, however, that Protocol III deadlocked in a simulation experiment with \( C = 9 \) when all nodes were always ready to send packets (heavy load). Also, the delay for packets from generation to arrival is bounded due to input buffer limitation (finite population) and fair service.

![Graph showing delay versus packet interarrival time]

**Figure 5.26: Delay versus Packet Interarrival Time**

5.3.3 Protocols for RingNet

In any of the RingNet topologies, seen before as Mring, Dring and Cubic, a switch is positioned on all crossing points of the network and is responsible to provide
the overall coordination of the traffic that goes on the network. The switch is composed of two nodes each one with a line handler (as seen in Section 5.1) that takes care of one of the planes, namely, $x$ for the loop elongated on the $x$ direction and $y$ for the other loop). This is also shown in Figure 5.28. We refer to the traffic that changes direction (from $x$ to $y$, for example) as switched traffic. The traffic that does not change direction is called through traffic.

The function of coordinating the access to all traffics types (local, through, and switched) is performed by the protocol which resided in the nodes.

5.3.3.1 Protocol RN-I

The node for the local and through traffic operates in a way similar to what described earlier for the ring topology. However, it acts as a gateway for the switched traffic. The protocol to perform this function is based on Protocol II and will be described later. We will consider the through traffic and the switched traffic as having the same priority, since what at a particular node is through traffic, could have been switched traffic earlier on.

In Protocol II, as well as here, only free frames in the plane where the node lies (coming from the previous node or arrivals) can be used for the packets waiting to go. Therefore, in order to get access, any of the waiting packets (namely,
local, through, and switched) might have to rely on requesting free frame to the previous node, from where the through traffic comes from. Thus, in order to avoid congestion due to the switched traffic, an analogous scheme of backpressure is proposed.

Table 5.2 shows in what condition a request for free frame on the local plane is triggered. The decision is based on the local counter, the accumulation of through (thr) and switched (sw) traffic on the local plane and the accumulation of the traffic switched from this node to its orthogonal node (same switch, but the node on the orthogonal plane).

<table>
<thead>
<tr>
<th>Condition</th>
<th>Action</th>
</tr>
</thead>
<tbody>
<tr>
<td>(counter_x = 0 ) and (sw_x + thr_x + sw_y &gt; 1) (sw_x + thr_x + sw_y &gt; 2)</td>
<td>(true) (false) (true) (false) (true) (false) (false) (true)</td>
</tr>
</tbody>
</table>

Table 5.2: Decision Logic on \(Plane_x\)

The protocol description follows:

initially, \(counter \leftarrow C\), \(alt \leftarrow true\)

at frame tick do
  if \(counter \neq 0\) and local packet(s) waiting then
    \(counter \leftarrow counter - 1\)
  if frame requested then
release free frame
else if there is a through or switched packet then
    send it
else if local packet ready then
    send it
    counter ← C
fi if (counter = 0 and thr_x + sw_x + sw_y > 1)
or ( thr_x + sw_x + sw_y > 2) then
    request frame from previous switch
    alt ← true
else if alt not true then
    alt ← true
else if counter = 0 or thr_x + sw_x > 0
    or sw_y > 1 then
    request frame from previous switch
    alt ← false
fi od

5.3.3.2 Protocol RN-II

The second alternative is an alternating protocol which is based on the premise that half of the bandwidth should a priori be reserved for traffic coming from x and the other half for the traffic coming through y. In this protocol, as opposed to the previous one, there is no distinction between the two planes. Figure 5.29 illustrates the concept of a node for this protocol.

![Node Traffic Flow](image)

Figure 5.29: Node Traffic Flow
The protocol alternates between mode $x$ and $y$. For instance, in mode $x$, it first checks for through traffic in $x$. If any, the node sends it. In case there is none, $y$ is checked and sent if there is through traffic there. Finally, it checks for local packets. After this, the protocol goes on to check $y$, and so on.

Local traffic also alternates so that requests for free frames are issued to both incoming links. When $counter$ reaches zero, the local packet is sent out on the link indicated by $alt.local$. It goes before any through traffic (since it has already waited the count period).

Back-pressure may be applied to both incoming links and is mode dependent. For example, in mode $x$ if $queue.length(x) > 0$, a request for free frame is issued on $link_x$. However if $queue.length(y) > 1$, a request is issued on $link_y$. And similarly for mode $y$. The first test generates the alternate requests that guarantee that half of the bandwidth, while the second test permits consecutive request in case there is accumulation. This protocol, like Protocol II, needs a limited buffer for the through traffic, though in this case, the number is four because of the merging of two input streams.

The details of the protocol follows.

initially, $counter ← C, alt ← x$, set $alt.local ← x$

obs.: $alt = x$ implies in $\overline{alt} = y$ and vice versa

$ql(&alt)$ means queue length of through traffic on the queue pointed by $alt$.

at frame tick do

case of $RT(packet.destination)$
arrival:

buffer it $local.in.buffer$
mark frame as free
change.direction:

buffer it $queue(&\overline{alt})$
mark frame as free

esac

if $counter \neq 0$ and no frame requested then

$counter ← counter - 1$

if frame requested then

release free frame
else if $alt = alt.local$ and $counter = 0$ and local packet ready then

send local

$counter ← C$

$alt.local ← \overline{alt.local}$
else if q\(_l\)(&\text{alt}) > 0 then
    send from queue(&\text{alt})
else if q\(_l\)(\text{\textbackslash alt}) > 0 then
    send from queue(\text{\textbackslash alt})
else if local packet ready then
    send local
    counter \leftarrow C
    alt_local \leftarrow alt\_local
fi
if q\(_l\)(\&alt) > 1 then
    request free frame(alt)
fi
if q\(_l\)(&alt) > 2 then
    request free frame(alt)
fi
alt \leftarrow alt\n\text{od}

The above protocol may provide unfair service under certain conditions. For example, the protocol is biased towards providing half of the frames for each of the incoming links; therefore, a switch could use half of the frames for packets that entered the network on a switch just one hop away (one of the links), and use the other half of the frames for the other link for packets which could have been longer in the network (i.e. that have been already through more hops). One proposed solution is to add one more field in the link, which keeps track of the number of waits that the packet has been through since it was inserted in the network. The packet with the higher wait value is serviced. This was simulated and the results are similar for uniform traffic and present fair allocation of frames for non uniform traffic.

5.3.4 Results

The results we present below are simulations from RESQ models of the GridNet, GridNet/p2 (\(FC = 4\)), and MRing/NR-II (\(C = 16\)) with 16 switches each. Figure 5.30 and 5.31 compares delay and throughput versus packet interarrival time.

The two following graphs (Figures 5.32 and 5.33) show delay and throughput versus interarrival time for 16 switch models of the MRing, Dring, and Cubic. In all cases, \(C = 16\). Here we also compare the results with the theoretical limit as described earlier for the GridNet case (dotted lines headed with a letter \(l\)).
Figure 5.30: Delay versus Packet Interarrival Time

Figure 5.31: Throughput versus Packet Interarrival Time
Figure 5.32: Delay versus Packet Interarrival Time

Figure 5.33: Throughput versus Packet Interarrival Time
And the last set (Figures 5.34 and 5.35) compares both protocols, NR-I and NR-II on the Mring topology. Same assumptions as before: \( C = 16 \), uniform destination, and poisson arrivals. As we can observe, they both have, for these assumptions, the same performance. It was also noted that increasing the usage of buffers at the switches by means of relaxing the threshold when back-pressure is applied improves the performance on high load, but not significantly, e.g., 5% for the delay time and 2% for the throughput.

![Graph](image)

Figure 5.34: Delay versus Packet Interarrival Time

### 5.4 Conclusions

In this chapter we presented different topologies and protocols aimed at future integrated circuit technologies. We have based our choices of network on slotted single access links rather than multiple access bus. We see the benefit of this choice in two ways: 1) higher throughput because of pipelining (i.e. each frame might be filled) and, 2) reduction in propagation delay due to the limited distance over which the signal travels between two switches.

Our intent was to give an insight into the behavior of various protocols, which in conjunction with the choice of topology, determine the performance of the system. We also looked into the issue of tuning input flow control so to fairly assign bandwidth to different switches.
We believe that the added complexity of the network will be offset by the benefits that this concept brings, namely, easier communications and higher flexibility in chip design.
Chapter 6

Routing

Routing is the function that takes care of moving the packets from source to destination. Routing in a typical network involves some complex algorithms exchanging information. It requires the coordination of all nodes of the subnetwork; it must cope with topological changes in the subnetwork, due to link and/or node failures or repairs, addition of link and/or node and it must also cope with the load conditions, avoiding saturation or congestion. Basically the goals of routing are: selecting routes to achieve high performance and adapting to topological changes. It has been studied in detail for a long time and there is a long list of literature available. Some references are [BG87, Sch87]

6.1 Our Domain

In our particular domain, the routing function has to be performed very fast. Our goal is to achieve packet delay from source to destination in the same order of magnitude than the delay of signals on wires of length equivalent to the distance of modules as seen before. Consequently, there is no time to do any intricate processing while packets are coming into the nodes. Hence, the complex processing of routing is to be done off line or in the background and loaded into the nodes as load conditions change.

We will focus on a topology which is very regular and was detailed in Chapter 5. The network is composed by a small number of nodes (4x4 or 16x16), which are linked by parallel bus wide enough to carry data and control signals. The number of nodes, as explained before, is limited by the tradeoffs between the network size and module (block) size. We also assume that changes in load patterns as well as changes in topology (due to failures) are infrequent when compared with the block
transmission rates.

At each switch, a packet may enter the subnetwork, leave, continue to the next switch in the same direction, or change direction (or plane). The actions related to these events are under the control of the routing function. The network topology can be seen in Figure 6.1.

![Network Topology Diagram]

Figure 6.1: Network Topology

### 6.2 Routing Mechanisms

In order to perform the routing functions in a speedy way, two approaches have been sought. Adaptive routing based on deflection and fixed routing.

The basic idea of deflection is to make the routing decisions at the local level based on immediate conflicts. This idea was first presented by Maxemchuk [Max85, Max87] and further analyzed in [GG86]. Each switch has $2in - 2out$ links and at each time frame, the routing decision is made based on the destination of the
incoming packets. The point being that there is no buffering, therefore, output link conflicts are solved by "deflecting" one of the packets (i.e. one of the packets takes the output link which is not in the shortest path to the destination).

In Figure 6.2 we present the basic architecture of the switch. The routing table is constructed based on the shortest path from this switch to all others. Each entry contains the preferred output link for the given destination. The possible outcomes are: \( \Rightarrow \), the preferred output is link \( X \); \( \downarrow \), the preferred output is link \( Y \); \( DC \) (Don't Care), either output link is in the shortest path.

![Deflection Routing Diagram]

**Figure 6.2: Deflection Routing**

The final routing decision is made by a logic table that is presented in Table 6.2. The results are: \( \Rightarrow \), packet from \( X \) exits on \( X \) and packet from \( Y \) exits on \( Y \); and \( X' \), when \( X \) goes to \( Y \) and vice versa.

The idea that no buffering is needed because of the \( 2in - 2out \) topology is not necessarily true due to the fact that there is also the local access. Maxemchuk [Max85] says that local source is to transmit only when one of the outgoing links is not used by one of the incoming links. However, since fairness is an important issue, the local traffic cannot depend on free frames that eventually might come by.

The fact is that there are 3 inputs and 3 outputs, the third input is used by the local traffic and the third output is used by packets that reach their destination. In our case, since deflection guarantees that there is no back log among the two major links, we may use any of the protocols PI-III to the conflict resolution or
<table>
<thead>
<tr>
<th>Preferred direction traffic from X</th>
<th>Preferred direction traffic from Y</th>
<th>Result</th>
<th>Observation</th>
</tr>
</thead>
<tbody>
<tr>
<td>→</td>
<td>↓</td>
<td>+</td>
<td>y deflected</td>
</tr>
<tr>
<td>→</td>
<td>DC</td>
<td>+</td>
<td></td>
</tr>
<tr>
<td>↓</td>
<td>↓</td>
<td>+</td>
<td>x deflected</td>
</tr>
<tr>
<td>↓</td>
<td>→</td>
<td>××</td>
<td></td>
</tr>
<tr>
<td>DC</td>
<td>↓</td>
<td>+</td>
<td></td>
</tr>
<tr>
<td>DC</td>
<td>→</td>
<td>×</td>
<td></td>
</tr>
<tr>
<td>DC</td>
<td>DC</td>
<td>+</td>
<td></td>
</tr>
</tbody>
</table>

Table 6.1: Decision Logic for Output Links

contention between the local traffic and the network traffic, which now becomes a decision between one of the links and the input traffic. And buffering, though limited, is needed.

For the fixed routing, two alternative mechanisms have been proposed. The first one (RT) is based on table-lookup by the destination (destination routing) at each switch and the second one (source routing) is based on shift-decide (SD) at each switch. In the first solution, at each switch, the packet destination address is used to access the routing table, which will be used by the switch to take the appropriate action. Therefore, the address on the packet needs \( \log_2 N \) lines of the bus; \( N \) being the size of the network.

In the second scheme, the path is coded in the packet path field, (which is equivalent to the destination field in the other scheme) using \( M + 1 \) lines of the bus, where \( M \) is the longest path from any source to any destination. In the 4x4 network, \( M = 8 \). Initially the address field is loaded with the “path” to the destination on the top most bits and the rest is loaded with “0...01.” At each switch, the address is shifted out to a single bit register and a “0” is shifted in. The single bit information is used to make the routing decision. When the all-zero address detector is true, the packet has arrived to its destination.

Figure 6.3 and 6.4 illustrate the two schemes. The differences among these schemes in a 4 by 4 network are:

- Memory requirement: The RT scheme requires at each switch 3 tables with 16 entries of 2 bits, totaling 1536 bits. Two tables are for the decision in the different planes and the other one is used for the local traffic. The SD scheme requires a total of 2160 bits, stored in the modules (blocks), each one having 15 entries (one for each destination) of 9 bits each (the longest shortest path +1).
Figure 6.3: Routing with Table-Lookup (RT)

- Complexity involved: About the same complexity. The RT needs a fast decoder for the table entries, while the SD needs a fast zero detector for bits across the address bus. The control and buffer management can be the same.

- Length of address/path field: $\log_2 N$ lines are needed in the RT scheme. In the SD scheme, $O(2N)$ lines are needed, where $O(2N)$ is the longest path used +1.

- Routing dependencies: Routing decisions in the RT scheme are based on the destination of the packet (destination driven) and this puts an additional constraint on the possible path for packets. If Path\{$S_1 \rightarrow D\} goes through switch \( V \) and Path\{$S_2 \rightarrow D\} also goes through switch \( V \), then both route share Path\{$V \rightarrow D\}, since the decision in \( V \) is only based on \( D \). In the SD scheme, routing is independent, since it is self contained.

- Update or change in routing tables: In the RT scheme, the routing table is kept in the switch. Updates have to be downloaded to the switches. In the SD scheme, the address mapping should primarily be kept in the module (block), since the switch has no use for the destination mapping mechanism to the path itself, which is what it uses.

In order to compare the deflection routing and the fixed routing, a study was made based on simulation of a 4x4 network (see Figure 6.1). The fixed routing uses RT alternative. The results can be seen in Figure 6.5. The assumptions are uniform destination and exponential arrivals. As expected, (see Theorem 4)
the deflection routing has a lower performance than the fixed routing because of longer path that packets might take. When this happens, the packet will "stay" longer in the network, and occupy frames that otherwise could be used by other packets. Two other drawbacks of deflection routing are that delay is not bounded and packets might arrive out of order.

6.2.1 Broadcasting

The routing table mechanism with some additional logic can also provide broadcasting of packets. A new signal on the links is needed to indicate whether the frame contains a broadcast packet or not.

At the switches, an additional RT is used to make the routing decision of the broadcast packets. The possible outcomes are: send out on \( X \), send out on \( Y \), send out on both (\( X \) and \( Y \)), and \( DE \) (dead end). Table 6.2.1 exemplifies the RT entry in all switches for a broadcast originating from \( switch_{10} \). The links used in this broadcast are shown in Figure 6.6. Broadcast packets "arrive" to all switches that they pass through.

The originating switch, uses its own address on the packet address, unlike the normal packets that use the destination address. The basic idea is that the corresponding routing table entries implement a minimum spanning tree from the originating switch to all others switches.
Figure 6.5: Comparison Between Fixed and Deflection Routing

Table 6.2: Table Entries for Broadcast Originating from switch_{10}
6.3 The Routing Problem

From the section above we saw the mechanism through which messages can be routed from origin to destination within the subnetwork. We are now going to address the problem of creating those tables, when an optimal solution is sought regarding link utilization, or minimum time, for example. The problem is that there are too many paths, and we are already constraining the problem to min-path, e.g., only routes with the shortest path are considered. Actually, there is a good reason to restrict ourselves to min-path, besides the obvious reason to limit our search space, as we will see in the following theorem.

**Theorem 4** In a mesh with unidirectional links, where directions alternate horizontally and vertically, if Path\{S → D\} is not a shortest path, then the number of hops from S to D is ≥ 4 + number of hops in the shortest path from S to D.

Suppose \( S \cdots J \cdots D \) is the shortest path. If we “avoid” the link that leads us to switch\( j \), and take the one that take us to \( K \), there are two possibilities:

1. \( S \cdots K \cdots D \) is also a shortest path, however, we are not interested in this case.
2. $S \cdots K \cdots D$ is not in the shortest path, it means that we are moving away by one hop. At the next switch, either path we take, we will also be moving away:

- same direction - if in the previous step we moved away, we are also moving away in this step.
- change direction - since we took the path to $K$, changing direction again will mean moving in the opposite direction than $J$, hence we are also moving away.

At this point where we moved 2 steps further from the sought destination, we can start moving back in the direction of $D$, but it will take another 2 steps.

For example, the shortest path from 6 to 14 is:

$6 \rightarrow 10 \rightarrow 14 : (2 \text{hops})$

if at node 10 we decide to take a different direction, the new path will be:

$6 \rightarrow 10 \rightarrow 11 \rightarrow 12 \rightarrow 16 \rightarrow 15 \rightarrow 14 : (6 \text{hops})$

**Corollary 1** The number of hops from $S$ to $D$ is $4 \cdot k + d$, where $d$ is the number of hops for the shortest path and $k$ is an integer including 0.

Since the networks in our study are small, adding 4 hops to a path, would increase the time for packets routed that way by a large margin, even when this is done to avoid congested links. Two reasons being: 1) the traffic would be diverted to a longer path and 2) would contribute to the traffic each of the added path. For instance, in the small networks we are considering (4x4) the longest shortest path is 8.

### 6.4 Routing Algorithm

For the 4x4 network with all nodes communicating with each other (i.e. 15x16 pairs), the total number of possible minpaths is 1884. The solution to the optimal routing problem is to select out of the total number of min-paths, 16x16=240 paths that satisfy all source-destination pairs and have the minimum load on the links for a given load/connectivity condition. It must also satisfy the routing mechanism constraints (we have chosen the RT mechanism in this study). The following table (Table 6.3) summarizes the distribution of alternatives.
<table>
<thead>
<tr>
<th>number of source destination pairs</th>
<th>number of alternatives pairs</th>
</tr>
</thead>
<tbody>
<tr>
<td>48</td>
<td>1</td>
</tr>
<tr>
<td>56</td>
<td>2</td>
</tr>
<tr>
<td>52</td>
<td>4</td>
</tr>
<tr>
<td>12</td>
<td>5</td>
</tr>
<tr>
<td>16</td>
<td>8</td>
</tr>
<tr>
<td>16</td>
<td>10</td>
</tr>
<tr>
<td>8</td>
<td>16</td>
</tr>
<tr>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>8</td>
<td>40</td>
</tr>
<tr>
<td>4</td>
<td>80</td>
</tr>
</tbody>
</table>

Table 6.3: Distribution of Alternative Minpaths Between Source-Destination Pairs

The goal of optimizing the routing tables so as to spread the traffic among the links as much as possible, reduces the accumulation of messages in the links, avoiding bottlenecks, and therefore increasing the overall throughput. Of course there are other optimization criteria, however this choice makes a fair use of the links and minimizes the average time in a uniform load assumption.

The problem of generating the optimal routing tables is a formidable one. The search for the optimal (or a reasonable suboptimal) solution should not be based on trying out all the different combinations of routing table, it would take too long for the available resources.

Hence, we propose a heuristic algorithm whose goal is to spread the load on the links as evenly as possible. The first step of the algorithm is to find an initial feasible (i.e. consistent) set of routing tables. Then, repeatedly we reduce the load on the most utilized link, until no improvement can be made. The load reductions is accomplished by selecting a communicating pair which uses this link and reroute it through a different path such that it lowers the “spread” (standard deviation on the link utilization).

Since the problem is an integer problem, e.g., flow from an origin to a destination cannot be split on multiple paths (non bifurcated flow) there is the “danger” of getting caught on a local minimum instead of the global minimum. At this point, there is no traffic that can be deviated from this link that will improve the objective function. We solve this by “perturbing” the solution: we choose a link at random and apply the minimization process.

The algorithm goes as:

```plaintext
find a feasible/consistent RT
while global_improvement > Eps do
```

34
\textbf{while} local\_improvement > Eps_1 \textbf{do}
find Lmax
findpairs(Lmax)
\textbf{for} all pairs \textbf{do}
find altpath(pair)
elimpath\_from\_rt(Lmax)
\textbf{for} all path \textbf{do}
try\_alt(pair)
\textbf{if} feasible/consistent \textbf{then}
\textbf{if} objective(load) improved \textbf{then}
save\_result
\textbf{fi}
\textbf{fi}
\textbf{od}
\textbf{od}
\textbf{if} improvement \textbf{then}
update rt
\textbf{fi}
\textbf{od}
perturb
\textbf{od}

6.5 Applying the Results

The resulting RT solution was tested via simulation, and showed great improvement over the initial RT choice as shown in Figure 6.7 and 6.8. As expected, the improvement is particular significant at high offered loads.

When a packet switches direction, it incurs a latency delay due to the asynchrony of the frames on the two orthogonal planes. Therefore, if we restrict our choice of the possible paths to the ones that have minimum of direction changes, we should expect a better performance under a uniform load assumption.

In this restricted case, the total number of paths is 360 (as compared with 1884 in the non restricted case). The solution therefore, is to choose the best 240 source-destination pairs out of this 360.

Applying the algorithm described above with this restriction, and evaluating the resulting RT via simulation, the expected improvement was observed and is seen as dashed lines in Figures 6.7 and 6.8. The benefit of the optimization is even more evident on the \textit{Power} function, which is shown in Figure 6.9.
Figure 6.7: Total Delay versus Interarrival Time for Initial and Optimal RT

Figure 6.8: Total Throughput versus Interarrival Time for Initial and Optimal RT
6.6 Routing Assignment by Flow Deviation

In order to obtain a lower bound on the problem (and thus estimate the accuracy of the heuristic algorithm), we implemented a flow-deviation algorithm based on [FGK73].

In this case, we assume that our problem is a multicommodity flow problem (MFC) consisting in minimizing a delay function such that a set of constraints (link capacities) are satisfied. Formally it can be expressed as follows:

Given: Topology (Figure 6.1), channel capacities (one packet per unit time), and requirement matrix $R$ (load requirement)

Minimize: $T(f) = \sum_{i=1}^{b} \frac{L_i}{\gamma} [1 + \frac{L_i}{2(1-f_i)}]$ over $f$

Constraints: (i) $f$ is a multi commodity flow
(ii) $f_i \leq 1$, for $i = 1, \ldots, b$

The function $T(f)$ corresponds to the average delay from source to destination over time and over all pair of nodes.

An important consideration is that we are assuming that this network is a
Product Form Network [Jac57, BCMP75] so that we can apply the expression above. \( \gamma \) is the total arrival rate of local packets to the network.

The expression \( 1 + \frac{\mu}{\delta(1-\delta)} \) corresponds to the queueing delay of a \( M/D/1 \) queuing system [Kle75] and corresponds to the deterministic service of the queues (nodes in our case) with service time equal to 1 (our unit time) and an arrival rate of \( \delta \) (assuming poisson arrivals).

Let \( F_a \) be the set of feasible flows: \( F_a = F \cap \{ f \mid 0 \leq f \leq 1 \} \).

Clearly \( F_A \) is a convex set [FGK73]. Therefore a minimum \( T(f) \) can be found by the Flow Deviation Method.

The algorithm goes as follows:

\[
\textbf{while} \ (\text{improvement} > \epsilon) \ \textbf{do} \\
\quad \text{find flow through links for this instance of RT} \\
\quad \text{find minimum cost path} \\
\quad \text{create the alternate RT corresponding to min cost paths} \\
\quad \text{find flow through links for alternate RT} \\
\quad \text{find the optimal balance between these two flows (}\theta\text{)} \\
\quad \text{update RT using } \theta \\
\quad \text{compute improvement} \\
\textbf{od}
\]

From the resulting flow, we have a RT that has optimal flow spreading characteristic.

It is important to understand that by assuming our problem to be a MFC, we are relaxing some of the constraints of the original problem. Flow can now be bifurcated at any switch, therefore, it is not destination driven any more.

### 6.7 Comparing the Algorithms

We compare the H algorithm (heuristic algorithm) and FD (flow deviation) algorithm presented under two different load conditions: 1) uniform and 2) non uniform.

For the non uniform load, a node, chooses a destination based on:

\[
destination_i = Random(1, 16) \cdot \phi + Fix(1, 16) \cdot (1 - \phi)
\]
Figure 6.10: Total Time versus Total Throughput for Uniform Load

where, $Random_i$ returns an integer random value uniformly distributed between 1 and 16, excluding $i$. $Fix_i$ returns a fixed integer value arbitrarily chosen at the beginning of the computation which excludes $i$. $\phi$ determines the percentage of traffic that is uniform. In our study, $\phi = 0.7$.

The comparison of the "optimal" RT generated by the heuristic algorithm and the one generated by the FD algorithm presented close results for the uniform load condition (Figure 6.10). The RT(flow dev.) behaves slightly better for heavy load, as expected because of the traffic bifurcation, however, the difference is really small (solid line for RT(flow dev) and dashed line for RT(heuristic)). The difference at low throughput between analytical RT(flow dev.) and analytical RT(heuristic) is explained by the lack of sensitivity of the FD algorithms at low load (mainly due to the stopping conditions). Also in the figure, we show the performance for the simulation result (dotted curve).

At low load, the simulation delay is higher than the analytical RT(heuristic) because arriving packets in the simulation have to wait for the frame tick, which is not accounted for in the analytical model. This wait is the synchronization time $t_{sync}$.

The synchronization time $t_{sync}$ is $1 - \bar{t}$ and $\bar{t}$ is the average arrival time within the frame period, normalized by the probability of an arrival in a frame period. The assumption on the local buffer being of size one (see Chapter 5) limits the
number of arrivals to one within one frame period. Assuming poisson arrivals, which enjoy the memoryless property and frame period of one, we have:

\[ t_{\text{sync}} = 1 - \frac{\int_0^1 t \lambda e^{-\lambda t} dt}{\int_0^1 \lambda e^{-\lambda t} dt} \]

which results,

\[ t_{\text{sync}} = \frac{1/\lambda - e^{-\lambda} (1 + 1/\lambda)}{1 - e^{-\lambda}} \]

At higher load, the simulation performance result is better because in the simulation the waiting room for local arrivals is one; therefore the network does not get as congested as the one represented by the analytical model. The simulation was designed with limited waiting room since we assume a handshake protocol between the module and the switch that allows for the module to transmit only place one packet at a time. The analytical model assumes no such limitation.

![Figure 6.11: Total Time versus Total Throughput for Non Uniform Load](image)

In the non uniform experiment (Figure 6.11), it is interesting to note that the analytical RT(flow dev.) performed better than the analytical RT(heuristic) due to bifurcation. This allowed the traffic to “spread” over many links and therefore relieve the congested ones.
6.8 Conclusions

In this chapter, we have studied different routing mechanisms from which we concluded that in general, fixed routing is more suitable for the networks we are interested in.

We have also proposed an heuristic algorithm for routing table generation and have compare the results with optimal solutions obtained with the Flow Deviation algorithm as well as with simulation. We have found that the heuristic solution is very close to the optimum.
Chapter 7

Conclusions

7.1 Summary of Results

The development of the VLSI technology has been very beneficial to the computer field by achieving greater integration and faster circuits. On the other hand, this development uncovers challenging problems. One of these problems is the long distance interconnection on chip which is increasingly becoming the dominant factor in the performance MOS technology integrated circuit, as well as in chip real estate (area consumption).

This work proposes new communication mechanisms that achieve cost effective solutions to overcome the high delay of signals over long wires. The problem of area usage is minimized by sharing the communication resources.

Furthermore, the idea of a network on chip is very attractive since it helps in dealing with the complexity of VLSI design by enforcing the hierarchical methodology approach. It also defines a common interface by which modules communicate. This makes easier the design effort of a complex system. Sharing of the resources on chip is likewise facilitated by the network as well as testing, maintenance, and fault isolation. Moreover, area is saved because of the sharing of the communication channels.

In Chapter 2, we presented the basic components of VLSI interconnection, and discussed the effects of scaling on the characteristic of the basic components. We also introduced a delay model for the line/driver pair, which was used to evaluate different driving schemes for long distance interconnection. Furthermore, we presented the beneficial impact of pipelining in terms of delay and throughput for an efficient driving schemes.
In Chapter 3, we did a literature review in the search for networks that would fit our constraints. This gave us the necessary background material to discuss different topologies and other design issues under the VLSI framework.

In Chapter 4, we presented our understanding of the requirements for networking on chip with discussion on the advantages and details. A comparison of this network with more traditional ones was also included.

In Chapter 5, we presented and discussed different topologies and protocols that would suit the VLSI environment. Many different aspects were studied.

In Chapter 6, we looked into routing schemes and the routing problem for which we developed an algorithm based on heuristics which achieved good results when compared with optimal solutions.

Our major contribution was a comprehensive examination of protocols for the proposed VLSI networks (GridNet and RingNet) presenting issues like liveness, flow control, fairness, and buffer needs. Performance results based on simulation were also discussed.

An important and interesting finding was that delay could be lowered and at the same time throughput could be increased on a long distance interconnection by segmenting the line and buffering the signal at these points. This implies that the preferred network solution for VLSI is slotted.

Another contribution was the development of an heuristic algorithm to generate the routing tables that are used in the networks.

### 7.2 Extensions of this Work

There is much work to be done since this is a relatively untouched area.

Our research concentrated mostly in the conceptual idea of the network on chip. An important next step is to look further in the implementation details of such networks in order to uncover issues that have not been dealt with yet and propose alternatives to circumvent them. Among them are:

- Specification of the interface between the switch and module in terms of required signals, their timing, and handshaking protocol;
- Details of buffer management (for instance, first in first out strategy using fast registers with simple control, since the buffer requirement is quite small);
- Implementation of fast access routing tables;
• Viability study of overlapping internal switch process functions, such as ta-
  ble lookup and routing decision (if this can be achieved, the latency of the
  switches may be reduced);

• Analysis of the tradeoffs between area dedicated to the network and area
  available for the processing modules (e.g. by increasing the spacing between
  switches, we may increase the VLSI chip processing power, but we may
decrease the network throughput).

Another interesting aspect is the development of analytical models to study
larger networks since we are close to the limits of simulation. In our experiments,
each simulation run took many hours of cpu time, making the testing of larger
networks impractical. There is also to be learn from a more detail study of these
networks under different load conditions. However an analytical approach (usually
a difficult endeavor) cannot incorporate as much detail as the simulation otherwise
it easily becomes intractable. Decomposition could be used, where protocols would
be modeled in isolation and later these results applied to the network model.

The concept of networking gives a different perspective to the issues of reliabil-
ity and fault tolerant besides testability. The separation of the processing/server
modules and the communication among them with a defined and common interface
can make reconfiguration simpler. Analysis on the effect of loosing links, can
be made based on the routing algorithm developed for this work to find out the
performance impact as well as how modules are partitioned in terms of reachability.

Most of the proposed protocols in this work do flow control on a line basis.
This in certain traffic conditions might impact nodes that are not contributing to
the congestion that triggered the flow control. One possible solution would be to
perform “input” flow control based on destination. This would also require more
logic on the switches, besides more buffers for the local traffic. The extension of
this work, lies in the study the cost and the benefits of such approach.

A natural next step for the continuation of this work would be to analyze this
network within a larger context like Wafer Scale Integration and all related issues
of optimal interconnection, protocol, flow control, routing. Reliability is one of the
major issues in the development WSI and the flexibility of the networking concept
might be very interesting in this realm.

The support of real time traffic connection, some kind of “circuit switching” in
the context of the GridNet could be of interest for applications/algorithmsthat re-
quire high bandwidth. Here we also note that fast switching fabrics will be required
for the upcoming B-ISDN (Broadband Integrated Services Digital Networks) and
the fast and streamlined protocols could be of use.

Finally, also of interest is the extension of this work to include optical compo-
nants and optical interconnection. This is becoming a very active area of research. The grid architecture should be revised to take into account the different characteristics of the optical switching elements, optical buffers and optical (waveguide or free space) transmission links.
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